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ABSTRACT

In this paper, a speech signal estimation framework involving
Kalman filters for use as a front-end to the Aurora-2 speech recog-
nition task is presented. Kalman-filter based speech estimation al-
gorithms assume autoregressive (AR) models for the speech and the
noise signals. In this paper, the parameters of the AR models are
estimated using a expectation–maximization approach. The key to
the success of the proposed algorithm is the constraint on the AR
model parameters corresponding to the speech signal to belong to
a codebook trained on AR parameters obtained from clean speech
signals. Aurora-2 noise-robust speech recognition experiments are
performed to demonstrate the success of the codebook-constrained
Kalman filter in improving speech recognition accuracy in noisy en-
vironments. Results with both clean and multi-conditional training
are provided to show the improvements in the recognition accuracy
compared to the base-line system where no pre-processing is em-
ployed.

1. INTRODUCTION

Recently the design of automatic speech recognition (ASR) systems
for use in personal and mobile electronic devices has been seeing
a tremendous growth. The design of robust ASR systems for use
in mobile environments poses several research challenges. Firstly,
these systems must perform without degradation in a variety of envi-
ronmental conditions, where the input speech is corrupted by back-
ground noise. Secondly, the implementation of these systems is con-
strained by the limited resources available in wireless devices. In a
distributed speech recognition (DSR) environment, features are ex-
tracted from the speech signal at the remote location and the recog-
nition is performed in a centralized server.

One solutions to the problem of designing robust ASR systems
is to employ noise suppression algorithms prior to the feature ex-
traction by the DSR system. The use of Kalman filters (KF) for es-
timation of clean speech from noisy measurements has been widely
explored [1] [2] [3]. Typically, the KF formulation for speech sig-
nal estimation assumes that the speech signal can be modeled as a
pth order autoregressive (AR) process. To accommodate non-white
spectral characteristics of the noise corrupting the speech, the noise
signal is also modeled as a qth order AR process. The state of the
KF is usually defined to include p consecutive speech and q consec-
utive noise samples. The KF then provides a minimum mean square
error (MMSE) estimate of the KF state at a time instance t, given
the noisy measurement and the AR model for the time evolution of
the state of the Kalman filter. The estimate of the clean speech sig-
nal can be derived from the estimated KF state. In this paper, we
present a Kalman filter based signal estimator and use it as a prepro-
cessor to the Aurora speech recognition system to demonstrate its

effectiveness.
The performance of such a KF system largely depends on the

reliability of the estimates of the AR model parameters. Since the
clean speech signal and the noise are unknown, standard proce-
dures for AR model parameter estimation, such as the autocorrela-
tion method, can not be employed. In the proposed KF preprocessor,
the AR model parameters for the clean speech and the noise signals
are obtained from codebooks, Cs and Cv , containing suitably de-
signed prototype AR parameters of the speech and noise signals re-
spectively. These codebooks are trained using the standard k-means
clustering of the AR parameters obtained from a database of clean
speech and speech-free noise signals. During the operation of the
KF, the appropriate AR parameters are selected from Cs and Cv ev-
ery frame (10-40 msec duration) using an Expectation Maximization
(EM) [4] algorithm.

The mathematical formulation of the proposed codebook-
constrained KF (CCKF) preprocessor is presented in Section 2. A
brief description of the Aurora-2 system for speech recognition with
a simple back-end and the proposed CCKF in the front-end is pro-
vided in Section 3. The conclusions are given in Section 4.

2. CODEBOOK CONSTRAINED KALMAN FILTER
PREPROCESSOR

In this section, the mathematical formulation of the proposed speech
signal estimator that uses a codebook constrained Kalman filter is
presented. Let the noisy speech measurement at the time t be y[t].

y[t] = s[t] + v[t] (1)

In this paper, it is assumed that the speech signal s[t] and the
noise signal v[t] can be modeled as Gaussian AR random pro-
cesses [5]. They may be expressed as

s[t] =

pX
j=1

αjs[t − j] + e[t], v[t] =

qX
j=1

βjv[t − j] + u[t] (2)

where α = [α1, α2, . . . , αp] are the p AR model parameters for the
speech signal, and β = [β1, β2, ...βq] are the q AR model parame-
ters for the noise signal, v[t]. The signals e[t] and u[t] are indepen-
dent Gaussian white noise signals with second order moments σ2

e

and σ2
u, respectively. Equation (2) can be written in vector-matrix

notation as

x[t] = Φx[t − 1] + G[t], (3)

where

x[t] =[s[t − p + 1], . . . , s[t], v[t − q + 1], . . . , v[t]],T

G[t] =[0, . . . , e[t], 0, . . . , u[t]],T
(4)
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and

Φ =
h

Φs 0
0 Φv

i
where

Φs =

24 0 1 ... 0
0 0 ... 0

...
...

. . .
...

αp αp−1 ... α1

35 and Φv =

24 0 1 ... 0
0 0 ... 0

...
...

. . .
...

βq βq−1 ... β1

35 .

(5)

Let the autocorrelation matrix of G[t] be Σ = E{G[t]G[t]T }. Σ is
a (p+q)×(p+q) matrix with σ2

e , σ2
u in the (p, p) and (p+q, p+q)

locations respectively and 0 elsewhere. Also in (3), The observation,
y[t], is related to x[t] by

y[t] = Mx[t], (6)

where M is a 1 × (p + q) vector with the 1 in the pth and p + qth

position and 0 elsewhere. The speech signal amplitude at time t can
be derived from x[t] using s[t] = M1x[t], where M1 is a 1×(p+q)
vector with the 1 in the pth position and 0 elsewhere.

2.1. The Kalman filter

If the AR model parameters, α, β, and σ are known a priori, then
a Kalman filter, whose state vector at t is x[t], can be employed to
estimate the clean speech signal. The AR model parameters can be
derived if the clean speech signal and the residual noise signals are
known. Since in a practical system these signals are unknown, an al-
gorithm for the ML estimation of these AR parameters is described
in Section 2.2. In this section, we provide the Kalman filtering equa-
tions for obtaining the sample-by-sample minimum mean-squared
error (MMSE) estimate of s[t], assuming that the ML estimates of
these AR parameters are available.

Let ex[t|τ ] be the best estimate of the state of the system x[t],
using all available information till the time instance τ ≤ t. Let

P[t|τ ] = E
n

(x[t] − ex[t|τ ])(x[t] − ex[t|τ ])T
o

. (7)

If eΦ is a matrix similar to (5), but constructed using the maximum
likelihood (ML) estimates of the AR model parameters, then for a
time-frame t = t1, t1 +1, . . . , t2, the Kalman filtering [2] equations
are given by

ex[t|t] = Λ[t]ex[t − 1|t − 1] + ∆[t]y[t], (8)

where ∆[t] = eΦP[t|t]MT
h
MP[t|t]MT

i−1

, (9)

and Λ[t] = eΦ − ∆[t]M. (10)

P[t + 1|t + 1] = Λ[t]P[t|t]eΦ + eΣ. (11)

∆[t] is defined as the Kalman gain, and eΣ is the estimate of Σ. The
MMSE estimate of the clean speech at t is given by

es[t] = M1ex[t|t]. (12)

2.2. Codebook-constrained ML estimation of AR parameters

The performance of the CCKF largely depends on the reliability of
the estimates of the AR model parameters of the clean speech and the
residual noise signals, but in a practical system, the true AR model
parameters for use in the CCKF are unavailable. In this section,
an iterative EM algorithm for obtaining the ML estimate of the AR
model parameters from the noisy speech input to the CCKF for the
time-frame t1 ≤ t ≤ t2 is presented. The CCKF framework with

parameters
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Fig. 1: Codebook-constrained Kalman filtering based speech esti-
mation framework.

the EM algorithm is shown in Fig. 1. It may be noted that while the
Kalman filter operates on a sample-by-sample basis, the AR model
parameters used by the CCKF may be updated on a frame-by-frame
basis since these parameters tend to be stationary over short periods
of time (10–40 msec).

Let us define the frame Y
.
= {y[t1], y[t1 + 1], . . . , y[t2 −

1], y[t2]}, s
.
= {s[t1], s[t1 + 1], . . . , s[t2 − 1], s[t2]}, V

.
=

{v[t1], v[t1 + 1], . . . , v[t2 − 1], v[t2]} for the time period t1 ≤
t ≤ t2, and the set of AR parameters for this frame be denoted
Θ = {α, β, σ}. If f(Y; Θ) is the PDF of Y parameterized on Θ,
then the ML estimate of Θ is given by

ΘML = argmax
Θ

log[f(Y; Θ)]. (13)

Defining the complete-data log-likelihood function [4] as
log[f(s,V; Θ)], the ith iteration of the EM algorithm can be
described in the following two steps:
· The E step involves the evaluation of the cost function

Q(Θ, eΘ(i)) = E
h
log f(s,V; Θ)|eΘ(i),Y

i
. (14)

Since the PDF f(s,V; Θ) represents an AR Gaussian density, (14)
can be expanded as

Q(Θ, eΘ(i)) = − t2 − t1
2

log
σ2

s

σ2
u

−
t2X
t1

"
E
n

(s[t] −Pp
j=1 αjs[t − j])2

o
2σ2

s

+

E
n

(v[t] −Pq
j=1 βjv[t − j])2

o
2σ2

u

#
(15)

The second order statistics in (15) are obtained from the (7)
and (8) [2]. The eΦ and eΣ used by the Kalman filter (9) - (11) to
evaluate (7) and (8) is constructed using eΘ(i).
· The M step determines the set of AR parameters that maximizes
the likelihood function

eΘ(i) = argmax
Θ

Q(Θ, eΘ(i)). (16)

The optimal AR parameters α corresponding to the clean speech
are constrained to belong to a suitably designed codebook Cs. This
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Set A Set B Set C AvgSubway Babble Car Exhib. Avg Restau Street Airport Station Avg SubM StrM Avg
Clean 98.83 98.94 99.05 98.92 98.94 98.83 98.94 99.05 98.92 98.94 99.05 99.00 99.03 98.95
20 dB 97.24 97.82 98.21 96.88 97.54 97.14 97.52 97.67 97.69 97.51 96.93 97.76 97.35 97.49
15 dB 95.00 95.50 97.08 94.88 95.62 94.78 96.07 96.12 95.09 95.52 94.96 95.68 95.32 95.52
10 dB 89.90 90.27 92.63 88.92 90.43 89.1 90.99 90.84 91.82 90.69 88.70 89.75 89.23 90.29

5 dB 78.45 77.24 77.84 75.59 77.28 73.26 78.51 77.81 78.00 76.9 76.33 75.18 75.76 76.82
0 dB 50.38 47.34 42.56 49.55 47.46 46.70 49.12 51.18 44.96 47.99 45.75 45.16 45.46 47.27

-5 dB 19.96 16.75 13.45 20.89 17.76 17.29 19.07 18.16 15.92 17.61 16.58 18.74 17.66 17.68
Avg 82.19 81.63 81.66 81.16 81.66 80.20 82.44 82.72 81.51 81.72 80.53 80.71 80.62 81.48

(a)
Set A Set B Set C AvgSubway Babble Car Exhib. Avg Restau Street Airport Station Avg SubM StrM Avg

Clean -5.41 -9.28 0.00 -45.95 -15.16 -5.41 -9.28 0.00 -45.95 -15.16 -14.46 -9.89 -12.17 -14.56
20 dB 15.08 76.96 38.70 17.89 37.16 70.99 40.10 76.82 55.66 60.89 53.70 54.00 53.85 49.99
15 dB 40.97 83.82 74.50 48.65 61.98 79.51 66.84 85.17 73.83 76.34 63.92 60.40 62.16 67.76
10 dB 58.72 81.43 79.79 60.01 69.99 77.34 73.46 81.94 81.74 78.62 59.73 58.95 59.34 71.31
5 dB 59.08 70.48 68.00 59.93 64.37 63.47 66.27 70.57 70.68 67.75 52.06 49.79 50.92 63.03
0 dB 36.02 44.26 35.67 41.17 39.28 42.61 38.44 45.45 39.18 41.42 28.12 28.18 28.15 37.91

-5 dB 10.42 16.65 7.11 15.07 12.31 16.50 11.44 13.60 10.42 12.99 4.23 8.50 6.36 11.39
Avg 41.97 71.39 59.33 45.53 54.56 66.79 57.02 71.99 64.22 65.00 51.50 50.27 50.88 58.00

(b)

Table 1: (a)Aurora2 word recognition accuracy with CCKF front-end when trained on clean data. (b) Relative improvement over baseline

Set A Set B Set C AvgSubway Babble Car Exhib. Avg Restau Street Airport Station Avg SubM StrM Avg
Clean 98.34 98.64 98.51 98.61 98.53 98.34 98.64 98.51 98.61 98.53 98.53 98.94 98.74 98.57
20 dB 97.88 98.28 98.51 98.40 98.27 97.30 97.70 98.33 98.12 97.86 97.45 97.88 97.67 97.99
15 dB 96.32 97.13 98.15 97.47 97.27 95.95 97.22 97.20 97.35 96.93 96.25 96.92 96.59 97.00
10 dB 94.04 94.92 96.42 95.68 95.27 93.21 94.86 95.71 95.12 94.73 93.55 95.10 94.33 94.86

5 dB 87.66 88.15 88.85 89.02 88.42 86.37 88.51 89.35 88.24 88.12 86.86 86.79 86.83 87.98
0 dB 66.35 65.63 66.27 70.56 67.20 63.43 65.96 72.83 66.49 67.18 67.06 67.08 67.07 67.17

-5 dB 33.47 26.57 30.60 37.06 31.93 25.73 32.50 38.09 31.35 31.92 31.87 33.4 32.64 32.06
Avg 88.45 88.82 89.64 90.23 89.28 87.25 88.85 90.68 89.06 88.96 88.23 88.75 88.49 89.00

(a)
Set A Set B Set C AvgSubway Babble Car Exhib. Avg Restau Street Airport Station Avg SubM StrM Avg

Clean -17.73 5.26 8.39 6.84 0.69 -15.60 13.53 9.79 3.42 2.79 9.42 22.56 15.99 4.59
20 dB 16.97 31.55 28.98 35.57 28.27 22.03 7.53 30.13 36.75 24.11 12.45 16.12 14.28 23.81
15 dB -1.79 11.67 32.61 24.68 16.79 10.42 30.03 25.00 37.00 25.61 16.57 43.90 30.24 23.01
10 db -4.27 -7.73 19.11 26.15 8.31 13.31 17.32 36.57 27.80 23.75 0.32 29.77 15.05 15.83
5 dB -7.10 5.51 11.55 13.15 5.78 12.84 16.02 18.04 24.80 17.93 28.89 23.86 26.38 14.76
0 db -2.05 9.26 27.86 18.57 13.41 10.10 7.90 19.83 20.32 14.54 40.12 26.58 33.35 17.85

-5 db 9.53 -0.91 13.37 17.72 9.93 0.22 7.05 11.67 12.27 7.80 16.92 11.77 14.35 9.96
Avg 0.35 10.05 24.02 23.62 14.51 13.74 15.76 25.91 29.33 21.19 19.67 28.05 23.86 19.05

(b)

Table 2: (a)Aurora2 word recognition accuracy with CCKF front-end for multi-conditional training (b) Relative improvement over baseline

codebook is designed by the standard K-means clustering of AR pa-
rameters derived from a database of clean speech signals. The other
AR parameters, βk’s and σ, are estimated by an unconstrained max-
imization of the likelihood function [2]. Although α can also be es-
timated as described in [2], we observed that the perceptual quality
of the estimated clean speech is remarkably better when it is con-
strained to belong to the codebook Cs.

3. AURORA2 NOISY SPEECH RECOGNITION

Given the need to have a common platform where researchers could
test their noise pre-processing and ASR algorithms, and compare
their results fairly, the Aurora DSR Working Group defined a set of
connected digit string recognition experiments called the Aurora-2
task [6].

The Aurora-2 task defines two training modes: (a) clean train-
ing mode in which the recognition engine is trained on clean data
alone and (b) multi-conditional training where training is done us-
ing both clean and noisy data. Three testing sets are provided for

the evaluation of the Aurora-2 task. Each set has 4 subsets of 1001
utterances obtained from the TIDigits test database. The first testing
set, set A contains four sets of 1001 sentences, corrupted by subway,
babble, car, and exhibition hall noises, respectively, at different SNR
levels. The noise types included in this set are the same as those in
the multi-conditional training. The second set, set B contains 4 sets
of 1001 sentences each, corrupted by restaurant, street, airport, and
train station noises at different SNR levels. These noise types are
different from the ones used in the multi-conditional training. The
test set C contains 2 sets of 1001 sentences, corrupted by subway,
and street and airport noises. The data set C was filtered with the
MIRS filter [7] before the addition of noise in order to evaluate the
robustness of the algorithm under convolutional distortion mismatch.

3.1. Front-end noise suppression using CCKF

The performance of the CCKF described in Section 2 when incorpo-
rated in the front-end of the Aurora-2 task is evaluated in this section.
For the CCKF noise pre-processor, 10th order AR models were used
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for the speech and the noise signals. It was found that a 10th order
model was sufficient for most noise types and increasing the model
order did not yield any improvements. The AR model parameters
corresponding to the speech signal were constrained to belong to a
codebook containing 4096 prototype 10th order AR parameter vec-
tors. This codebook was trained using 100000 AR parameter vectors
derived from clean speech files from the TIMIT training database us-
ing the k-means algorithm [8]. Three iterations of the EM algorithm
as described in Sections 2.2 were performed. The estimate of the
clean speech signal obtained from the Kalman filter (during the E
step of the final iteration) is used as the input to the Aurora-2 sys-
tem.

Aurora-2 speech database along with the ETSI Mel-cepstrum
DSR (WI007) standard front-end version 2.0 were used for evalu-
ating the ASR performance of the CCKF. The standard front-end
extracts a 39-dimensional feature vector from the estimate of the
speech signal. The feature vector consists of the 12 MFCCs (MFCC
of order 0 is not included)logarithmic frame energy, and their first
and second order derivatives. Once the features are extracted, cep-
stral mean and variance normalization [9] across an utterance are
performed. If F1,F2, . . . ,FJ are the cepstral feature vectors ob-
tained corresponding to an utterance, then the normalized features
are given by

bFj = σ
−1/2
F (Fj − µF ) , (17)

where µF is the mean vector obtained by averaging the feature vec-
tors and σF is a diagonal variance matrix containing the variances of
each component of the feature vector over the utterance. Mean nor-
malization accounts for channel distortion by forcing the features to
have zero mean over an utterance. Variance normalization tries to
smooth the difference between noisy and clean utterance by mak-
ing the variance unitary over an utterance. The back-end consists in
a whole word left-to-right continuous density hidden Markov model
(CDHMM) where a single word is represented by 18 states, and each
state has three diagonal-covariance Gaussian mixtures. The search
engine of HTK 3.0 toolkit was used to perform the experiments.

With the Aurora-2 task setup described above, two sets of ex-
periments were performed. In the first experiment, the training was
performed using features extracted from the clean training database.
The testing speech files belonging to set A, set B, and set C were en-
hanced using the CCKF. In Table 1, the word recognition accuracy
(in percentage) are shown for different noise types and levels when
the CCKF is used in the front-end over the baseline case where no
enhancement is used in the front end.

In the second set of experiments, the recognition accuracy was
evaluated when the back-end was trained using multi-conditional
training data. In this case, the training data was also enhanced with
the proposed CCKF. The testing speech files belonging to set A, set
B, and set C were enhanced using the CCKF. Three iterations of
the proposed CCKF algorithm were performed and the speech and
the noise processes were assumed be 10th order AR processes. In
Table 2, the word recognition accuracy (in percentage) for different
noise types and levels when the CCKF is used in the front-end over
the baseline case where no enhancement is used in the front end are
shown.

The performance of the proposed CCKF in improving speech
recognition accuracy can be compared easily with other noise pre-
processing algorithms using the Aurora experiments. Typically,
we have observed that the performance of the proposed CCKF is
either better or comparable to several state-of-the art noise pre-
processing systems used in the Aurora experiments with a simple

back-end. In [10], an Adaptive Sub-Band Spectral Subtraction (AS-
BSS) based front-end processing is proposed. Additionally, a noise
pre-processor that combines the ASBSS with a Kalman filter is also
presented. For both cases, the proposed CCKF achieves more than
10% improvement over the two methods for both clean and multi-
conditional training. The performance improvement with the pro-
posed CCKF may be attributed to the fact that constraining the AR
parameters to a codebook trained on clean speech enables the noise
pre-processor to select speech-like spectral parameters. In general,
the word recognition accuracy was found to be better in the multi-
conditional training case than the clean training case due to match in
the training and testing condition. The improvement in recognition
accuracy was found to be significant compared to the baseline for al-
most all noise conditions except babble and subway. It may be noted
that babble noise is speech-like and, therefore, constraining the AR
parameters to a codebook trained on clean speech does not improve
the estimate of clean speech. In most cases, the improvements are
better for low SNRs compared to higher SNRs.

4. CONCLUSIONS

In this paper, a codebook constrained Kalman filter based speech es-
timation framework was presented for use as an enhancement front-
end in an automatic speech recognition system. The estimate of au-
toregressive model parameters required by the Kalman filter were
constrained to belong to a codebook trained on such parameters ob-
tained from clean speech. Simulation results from the Aurora-2 ex-
periments were provided to demonstrate the improvements in the
speech recognition accuracy compared to the base-line system for
both clean and multi-conditional training.
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