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ABSTRACT

The paper presents an approach to unit selection speech syn-
thesis in noise. The approach is based on a modification of the
speech synthesis method originally published in [1], where
the distance of a candidate unit from its cluster center is used
as the unit selection cost. We found out that using an addi-
tional measure evaluating intelligibility for the unit cost may
improve the overall understandability of speech in noise. The
measure we have chosen for prediction of speech intelligi-
bility in noise is Speech Intelligibility Index (SII). While the
calculation of the SII value for each unit in the speech corpus
was made off-line, a pink noise was used as a representative
noise for the calculation. Listening tests imply that such a
simple modification of the unit cost in unit selection synthe-
sis can improve understandability of speech delivered under
poor channel conditions.

1. INTRODUCTION

The idea of speech synthesis in noise is to produce synthe-
sized speech understandable in poor channel conditions. Al-
though there exists an industry claim (included in advertis-
ing texts and web sites of TTS products) that the current TTS
products are adequate for noisy environments typically preva-
lent in automobiles, airports, offices and classrooms, recent
study on intelligibility of AT&T NextGen, Festival, and IBM
ViaVoice do not support it [2]. This study shows that the men-
tioned modern TTS products with total error rates ranging
from 15.27% to 17.06% did slightly worse in noise than the
best TTS products of the past (DECtalk 1.8). The study fur-
ther revealed a surprising finding that noise affected all TTS
products equally. No TTS technique was better suited to resist
noise interference than others.

The background noise is known to have strong influence
on the speaker and such a speech is modified by so called
Lombard effect. Duration and intensity of the phonemes
is changed, changes in the spectral domain can be observed.
This fact was used in [3], where the authors proposed a speech
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synthesis modification based on the Lombard effect. The goal
was to enhance intelligibility of synthetic speech presented
via telephone in a noisy environment. Using the similar as-
sumption about the Lombard effect, a special speech data-
base for synthetic speech in noise was created [4] and used
[5] recently. However, the authors reported degradation of
intelligibility of speech for unit selection speech synthesis in
noise.

In this paper we try to overcome these problems for unit
selection speech synthesis, considering some segmental prop-
erties of units. We incorporate a prediction of intelligibility
of the units in the unit cost. The intention is to choose more
intelligible units from the speech database for the synthesis.
Section 2 describes the method of unit selection speech syn-
thesis in noise. Section 3 describes some experiments and
the evaluation of the synthesis using listening tests. Finally,
Section 4 briefly concludes this paper, and gives some future
directions of the next research.

2. UNIT SELECTION SYNTHESIS

Having good experiences with doing speech synthesis in TTS-
BOX [6], we implemented new Slovak unit selection TTS
system in the similar framework, based on automatic clus-
tering of similar units [1]. The units were clustered within a
unit type (particular phone) according to their prosodic and
phonetic context. A decision tree was constructed for each
phone in the database using contextual features listed in Table
1. Wagoon tool of the Edinburgh Speech Library was used as
the implementation of the Classification and Regression Tree
(CART) method.

The appropriate decision tree was used to find the best
cluster of candidate units for each target at synthesis time.
The clusters form a lattice, which is weighted by the unit and
concatenation costs (see Section 2.1). The distance of a candi-
date unit from its center forms the unit cost, and the difference
of F0 plus Euclidean distance between pitch synchronous mel
frequency coefficients of the two neighboring frames of con-
catenated units forms the concatenative cost. A search is then
done to find an optimal path through the lattice (the best se-
quence of the units).
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Features Values

vowel or consonant vowel consonant
vowel length short long diphthong schwa
vowel height high mid low
vowel frontness front mid back
lip rounding yes no
consonant type stop fricative affricative nasal liquid
place of articulation labial alveolar palatal labio-dental

dental velar
consonant voicing yes no

Table 1. Segmental features used in decision trees.

2.1. Method

We assume that the speech corpus is rich enough to have more
realizations of the unit within one cluster with different intel-
ligibility. The distance of the unit θ to its cluster center was
taken for the unit cost. However, we found out that using one
additional measure for the unit cost, related to the intelligi-
bility of the unit, can improve understandability of synthetic
speech in noise.

The intelligibility testing of synthetic speech in noise has
shown listeners’ sensitivity to small but structural sensitive
changes in phonetic realization of speech segments [7]. We
used the Speech Intelligibility Index (SII) to calculate intelli-
gibility of speech segments in the presence of additive noise.
The SII represents a physical measure that is highly correlated
with the intelligibility of speech as evaluated by speech per-
ception tests given a group of talkers and listeners. The SII is
calculated from acoustical measurements of speech and noise.
The value of the SII varies from 0 (completely unintelligible)
to 1 (perfect intelligibility) [8]. Next section 2.1.1 describes
calculation of SII values in detail.

2.1.1. Calculation of the SII values

As stated in the introduction, the idea of speech synthesis in
noise is to elicit synthesized speech when playing it in poor
channel conditions. As it was decided to make the calculation
of the SII values off-line, a pink noise was used as a represen-
tative noise for the calculation. This decision resulted from
our assumption that the stationary pink noise can serve as a
first approximation of the non-stationary noises used in this
research. It was taken from SpEAR database [9]. According
to the authors the noise was originally acquired by sampling
high-quality analog noise generator (Wandel & Goltermann).
The noise exhibits equal power per 1/3 octave of the spectrum.

For each speech segment (unit) in the speech database,
and a selection of the pink noise with the same duration, the
speech intelligibility index was calculated. Speech/noise units
were analyzed by one-third-octavefilterbank with band center
frequencies given in Hertz [160, 200, 250, 315, 400, 500, 630,

800, 1000, 1250, 1600, 2000, 2500, 3150, 4000, 5000, 6300,
8000]. For the range from 160 Hz to 1250 Hz, multirate filter
implementation was used.

The power of all the speech and noise files was normal-
ized with respect to the average power of the plain speech
recordings. The audio industry doesn’t have any standard
defining comfortable listening level, but the movie industry
has been working with the 83dB SPL standard for years (mea-
sured using a C-weighted, slow averaging SPL meter). It rep-
resents a comfortable average listening level, determined by
audio-engineering professionals and resulting from years of
listening experience. In order to normalize the power of the
speech and noise files to 83 dB SPL, we used a single channel
calibration pink noise signal given by SMPTE standard. For
each of 18 analysed bands, decibel values were calibrated (or
normalized) using the following formula:

Pc = 83 − (Pref − P ) , (1)

where Pref is calculated power for calibration pink noise sig-
nal given in dB FS (digital full scale), and P is a power of the
output of a filter from one-third-octave filterbank given also
in dB FS. The difference of the calibration power and the cal-
ibrated power tells us how much we need to scale the signal
in order to make it average 83dB. To yield actual power for
SII calculation, a value of 83 dB is then added.

Finally, normalized decibel values Pc were used as input
to the implementation of SII calculation [10]. The intelligi-
bility values for all units were then written into the catalogue
of units, and used later during unit selection.

2.1.2. Optimal sequence selection

The search through the lattice has been already formulized
in [11]. Let θ be a unit of the speech database. Let Θ =
{θ1, θ2, . . . , θN} be a concatenation of N units. An overall
cost between the units Θ and the targets T can be expressed
as:

d (Θ, T ) =
N∑

j=1

du (θj , tj) +
N−1∑
j=1

dc (θj , θj+1) (2)

where du (θj , tj) is a unit cost of the unit θj and tj , calculated
as a distance of a candidate unit θj to its cluster center, and
dc (θj , θj+1) is a concatenation cost of concatenated units θj

and θj+1. The optimal sequence of units Θ̂ can be found as
the one that minimizes the overall cost:

Θ̂ = arg min
Θ

d (Θ, T ) (3)

over all sequences in the lattice. We have used a Viterbi
method to make the search efficient. The definition of du (θj , tj)
can be further decomposed into partial costs:

du (θj , tj) =
I∑

i=1

wid
i
u (θj , tj) (4)
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Fig. 1. The selection model of speech synthesis, where θ j are
candidate units, tj are targets, du = () is the unit cost and
dc = () is the concatenation cost.

Name w1 wγ

Original synthesis 1.00 0.00
Experiment 1 0.75 0.25
Experiment 2 0.50 0.50
Experiment 3 0.25 0.75
Experiment 4 0.00 1.00

Table 2. Experiments with weighting.

where I is a number of partial costs and wi are weights with
the condition

∑
i

wi = 1.

In our experiments we used I = 2, where w1 was used
for weighting the distance of a candidate unit from its cluster
center, and the weight w2 = wγ was used for weighting the
intelligibility measure of a candidate unit. Both weights were
always normalized within the cluster. In this way the selection
method took into account also the intelligibility of the units,
and more intelligible units should be selected from the cluster
during the synthesis. The partial unit cost dγ

u (θj , tj) is the
SII of the unit θj minus 1 (to get minimal value for higher
intelligible units), while tj is the reference pink noise. Fig. 1
shows this selection model in detail.

3. EXPERIMENTS

3.1. Weighting

A key issue is to define the weights for the unit cost. Having
small wγ , the influence of intelligibility measure will be very
small, and having high wγ , it might cause overall degradation
of speech quality or hyperarticulation of synthesized speech.
We studied here the influence of the intelligibility measure on
the synthesized speech. We stepwise decreased the weight
w1, and simultaneously stepwise increased the weight wγ .
Table 2 overviews this process.

Additive noise has been added to generate five groups of

Style Noise Avg. WER

Plain Babble 66.50 %
In noise Babble 58.87 %

Table 3. Word-error-rate scores for plain speech and speech
in noise at 0 dB signal-to-noise (SNR) ratio. Plain style rep-
resents an original synthesis method, and the second style ’In
noise’ represents a synthesis with the SII.

test words (one for the original synthesis, and four for the
experiments). We chose to use the RSG-10 [12] collection as
a source of noises. We selected eight of the RSG-10 noises for
use. To add noise, we used Guenter Hirsch’s FaNT tool [13],
using the ”-m snr 8khz” option to calculate an unweighted,
fullband SNR.

In this way we experimentally determined the weight for a
distance of a candidate unit from its cluster center w1 = 0.25,
and the weight for the intelligibility measure wγ = 0.75.

3.2. Listening Tests

To evaluate the relative understandability of speech in noise,
we had ten people (six men and four women) listen to six
examples of each speaking style, for a total of 24 sentences,
which were randomly selected from the test part of the speech
corpus. These sentences were arranged randomly, with the
stipulation that the same sentence could not be heard twice.
We added to all synthesized stimuli noise at 0 dB SNR using
the FaNT tool, with the ”-m snr 8khz” option. Babble noise
from the RSG-10 noise collection was used (the source of this
babble was 100 people speaking in a canteen, while individual
voices were slightly audible). Audio stimuli were presented
to listeners using the headphones. Listeners were asked to
listen to the sentences maximum three times, and type in all
of the words in the sentence that they could understand. These
were then scored using word error rate (WER). The results are
shown in Table 3.

The modified unit selection voice shows an improvement
in understandability under 0 dB SNR, with a 7.63 % of the re-
duction in word error rate. Even the rate of 0 dB SNR with the
babble noise is a high noise condition, the listeners clearly lis-
tened new words, which were in the plain synthesized speech
not recognized.

4. CONCLUSIONS AND FUTURE WORK

Our experiments imply that simple modification of the unit
cost in unit selection synthesis can improve understandability
of speech delivered under poor channel conditions. The core
of this technique is in usage of an intelligibility measure, for
example speech intelligibility index, to score the suitability of
the unit with respect to its intelligibility during selection from
the speech corpus. Having the speech corpus rich enough,
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there are many of realizations of the unit within a cluster with
different intelligibility.

The advantage of this approach is that only the original
speech corpus is necessary, there is no need for a special data-
base. Hovewer, some refinements could be adopted to im-
prove current method:

• We used a pink noise was as a representative noise for
the calculation of the SII values. This decision resulted
from our assumption that the stationary pink noise can
serve as a first approximation of the non-stationary noises
used in this research. Another extension of presented
technique would be in the use of another representa-
tive noise and/or another intelligibility measure. Rhe-
bergen and Versfeld have presented recently a modifi-
cation of speech intelligibility index for prediction of
speech intelligibility in non-stationary noise [14]. Us-
ing this meassure for calculation of the unit selection
cost might increase the usage of presented technique in
other noise conditions of a real world.

• Our calculation of the intelligibility values were done
off-line, using one kind of noise which equally corrupts
all one-third bands of speech. One possible extension
would be to calculate these values in run-time of syn-
thesis, using actual noise present in the environment.
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