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ABSTRACT

The level of quality that can be achieved in concatenative text-

to-speech synthesis depends, among other things, on a judicious

chiseling of the inventory used in unit selection. Unit bound-

ary optimization, in particular, can make a huge difference in the

users’ perception of the concatenated acoustic waveform. This pa-

per considers the iterative refinement of unit boundaries based on

a data-driven feature extraction framework separately optimized

for each boundary region. Such unsupervised boundary training

guarantees a globally optimal cut point between any two matching

units in the inventory. This optimization is objectively character-

ized, first in terms of convergence behavior, and then by comparing

the average inter-unit discontinuity obtained before and after train-

ing. Experimental results and listening evidence both underscore

the viability of this approach for unit boundary optimization.

1. INTRODUCTION

In concatenative text-to-speech (TTS) synthesis, the acoustic sig-

nal is generated from pre-recorded speech segments, normally ex-

tracted from a large database with varied phonetic and prosodic

characteristics. The selection of the best unit sequence is cast as a

multivariate optimization task, where the unit inventory is searched

to minimize suitable cost criteria across the whole target utterance

[1]. In practice, it is often necessary to modify the chosen units

in order to reduce audible discontinuities, and/or more precisely

match the target prosody [2]. Because any such manipulation is

liable to degrade signal quality, it is highly desirable to select units

for which the minimum amount of post-processing is required [3].

This in turn has implications on inventory construction.

Audible smoothness is arguably most affected by how speech

units are cut after recording: boundary placement critically influ-

ences how much discontinuity one is likely to encounter after con-

catenation, and thus how natural synthetic speech will sound [4].

Boundaries are typically derived using automatic segmentation al-

gorithms operating at the level of the smallest unit considered, be

it a phone, diphone, syllable, etc. Such algorithms tend to rely on

either dynamic time warping (e.g., [5]) or hidden Markov mod-

eling (e.g., [6]). None of them, however, calculates the globally
optimal cut point between two contiguous units given the entire

recorded inventory. Instead, they yield a locally optimal cut point

given these two specific units (and the underlying models). As a

result, the set of boundaries so obtained may not be particularly

well suited to the task of concatenating different units.

For highest TTS quality, it would thus be desirable to hand-

check every cut point for global consistency.1 In recent years,

1In the case of diphone synthesis, for example, manual or semi-manual
boundary adjustment has been shown to make a huge difference in the
users’ perception of the concatenated acoustic waveform [7].
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Fig. 1. LSM Feature Extraction Framework.

however, the number of units has grown too large for such ex-

haustive optimization. The outcome is often a somewhat uneven

performance, where the TTS system may well sound very good in

general but still regularly break down, in ways that are difficult to

predict from unit inventory statistics.

What seems to be needed is a method to systematically opti-

mize all unit boundaries before unit selection, so as to effectively

minimize the likelihood of a really bad concatenation. This would

guarantee that at run time, uniformly high quality units are avail-

able to choose from. We refer to this (off-line) optimization as the

data-driven “training” of the unit inventory, by analogy to the (run

time) “decoding” process embedded in unit selection. Note that,

since such unsupervised training inherently requires a global cri-

terion, the intrinsically local cost functions typically used for unit

selection (see, e.g., [8]) do not seem adequate.

On the other hand, we have recently introduced an alternative

TTS feature extraction framework [9], based on the latent semantic
mapping (LSM) paradigm [10], which leads to a global discontinu-

ity metric for characterizing the acoustic (dis-)similarity between

two candidate segments [11]. By leveraging this global outlook, it

becomes possible to take into account all potentially relevant units

in an iterative manner, and thereby carry out the desired training

of individual boundaries.

The paper is organized as follows. The next section briefly re-

views the LSM framework. In Section 3, we describe in greater de-

tails the global criterion used to evaluate inter-unit concatenations.

Section 4 presents the iterative procedure followed for boundary

training. Finally, in Section 5 we report on experimental evalua-

tions which illustrate the salient characteristics of the approach.

2. LSM FEATURE EXTRACTION

LSM features are derived using the framework illustrated in Fig. 1,

in which a modal analysis of the signal is carried out through a

pitch synchronous real-valued transform in each boundary region

of interest [9]. To fix ideas, consider among the set of recorded

utterances the collection of all possible speech segments ending

and starting within the phoneme P , so we can concentrate on a
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(diphone-style) concatenation within P . Denote by S1-R1 and L2-

S2 two such acoustic segments, where S1 ends somewhere within

P and R1 comprises the contiguous second half of the segment,

and S2 starts somewhere within P and L2 comprises the contigu-

ous first half of the segment. We focus on the concatenation S1-S2,

which is not available in the unit inventory.

Let π−K+1 . . . π0 . . . πK−1 denote the 2K−1 centered2 pitch

periods associated with the boundary region of S1-R1, such that

the boundary between S1 and R1 falls exactly in the middle of π0.

Similarly, let σ−K+1 . . . σ0 . . . σK−1 denote the 2K − 1 centered

pitch periods associated with the boundary region of L2-S2, such

that the boundary between L2 and S2 falls exactly in the middle

of σ0. For voiced speech segments, each pitch period is obtained

through conventional pitch epoch detection (see, e.g., [12]). For

voiceless segments, the time domain signal is similarly chopped

into analogous, albeit constant-length, portions.

Further assume that there are M segments like S1-R1 and L2-

S2 present in the unit inventory, i.e., with a boundary in the middle

of the phoneme P , and that for each of these we have extracted

the relevant centered pitch periods as described above. This re-

sults in (2K −1)M pitch periods in total, encapsulating the entire

boundary region. Assuming N denotes the maximum number of

samples observed in each of these centered pitch periods, we sym-

metrically zero-pad and appropriately window all centered pitch

periods to N , as necessary. The outcome is a ((2K − 1)M × N )

matrix W with elements wij , where each row ci corresponds to a

centered pitch period, and each column tj corresponds to a slice

of time samples. This matrix W is illustrated in the left-hand side

of Fig. 2. Typically, M is on the order of a few thousands, N of a

few hundreds, and a reasonable value for K is K = 3.

At this point we perform the eigenanalysis of W via singular

value decomposition (SVD) as [11]:

W = U S V T , (1)

where U is the ((2K − 1)M × R) left singular matrix with row

vectors ui (1 ≤ i ≤ (2K − 1)M ), S is the (R × R) diagonal

matrix of singular values s1 ≥ s2 ≥ . . . ≥ sR > 0, V is the

(N × R) right singular matrix with row vectors vj (1 ≤ j ≤ N ),

R < min(N, (2K − 1)M) is the order of the decomposition,

2As will become clear shortly, the main advantage of a centered rep-
resentation is that the boundary can be precisely characterized by a single
vector in the resulting feature space [11]. This is in contrast with usual
representations where the boundary is normally inferred a posteriori from
the position of the two vectors on either side.

and T denotes matrix transposition. As is well known, both left

and right singular matrices U and V are column-orthonormal, i.e.,

U T U = V T V = IR (the identity matrix of order R). Thus, the

column vectors of U and V each define an orthornormal basis for

the space of dimension R spanned by the (R-dimensional) ui’s and

vj’s. By analogy with the latent semantic analysis framework,3 the

resulting feature space is called the LSM space L [10].

The interpretation of (1) in Fig. 2 focuses on the orthornor-

mal basis obtained from V . Projecting the row vectors of W onto

that basis defines a representation for the centered pitch periods

in terms of their coordinates in this projection, namely the rows

of US. Thus, (1) defines a mapping between the set of centered

pitch periods and (after appropriate scaling by the singular values)

the set of R-dimensional feature vectors ūi = uiS. These vectors

can then be viewed as feature vectors analogous to, e.g., the usual

cepstral vectors.

In contrast to such traditional Fourier-derived features, the rel-

ative positions of the LSM vectors in the space L are determined

by the overall characteristics observed in the relevant pitch periods,

as opposed to an analysis restricted to a particular instance (be it

frequency domain processing or otherwise). Hence, two vectors

ūk and ū� “close” (in some suitable metric) to one another in L
can be expected to reflect a high degree of similarity in the relevant

pitch periods, and thus potentially a small amount of perceived dis-

continuity in the ensuing concatenated acoustic signal [9], [11].

3. CONCATENATION EVALUATION CRITERION

Since, for the phoneme P , M segments from the unit inventory

straddle the boundary, there are M boundaries to consider. These

M boundaries must be jointly optimized so that all M2 possible

concatenations exhibit minimal discontinuities.4 In the space L,

the unit boundary optimization problem therefore boils down to

minimizing the convex hull of all vectors associated with all possi-

ble π0. To carry out this task, we first have to express the concate-

nation point (or, more precisely, the centered pitch period strad-

dling the concatenation) in L.

Note that the feature space comprises, in particular, the vec-

tors ūπk and ūσk , representing the centered pitch periods πk and

σk, respectively (for −K + 1 ≤ k ≤ K − 1). Consider now

the potential concatenation S1-S2 of these two units, shown as

the shaded area in Fig. 2. This concatenation can be expressed as

π−K+1 . . . π1 δ0 σ1 . . . σK−1, where δ0 represents the concate-

nated centered period (i.e., consisting of the left half of π0 and the

right half of σ0). This sequence will in turn have a corresponding

representation in L given by:

ūπ−K+1 . . . ūπ1 ūδ0 ūσ1 . . . ūσK−1 . (2)

The only vector not directly associated with a row in the original

input matrix W is ūδ0 . However, it can easily be calculated by

treating δ0 (a row vector of dimension N ) as an additional row of

the matrix W . From [11], the representation of that additional row

is obtained as:

δ0 = uδ0 S V T = ūδ0 V T , (3)

3This is where the expression “semantic” in LSM comes from, although
in the present context “global” would be a more accurate terminology.

4Clearly, M of these concatenations already exhibit minimal disconti-
nuity, since they occur between contiguous segments (such as S1-R1 and
L2-S2 mentioned earlier). Without loss of generality, we do not explicitly
remove them from the analysis.
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where the R-dimensional vector uδ0 acts as an additional row of

the matrix U . Hence the concatenation vector: ūδ0 = uδ0S =
δ0V corresponds to the representation of δ0 in L.

Given ūδ0 , the discontinuity brought about by this concate-

nation can be expressed as the cumulative difference in closeness

between the vectors composing the two segments before and af-

ter concatenation. Recall from [9], [11] that the expression for the

closeness between two individual vectors is given by:

c(ūk, ū�) = cos(ukS, u�S) =
uk S 2 u T

�

‖ukS‖ ‖u�S‖ , (4)

for any 1 ≤ k, � ≤ (2K − 1)M . Introducing the shorthand nota-

tion:

c̃(uσ−k , uσ0 , uσk ) =
c(ūσ−k , ūσ0) + c(ūσ0 , ūσk )

2
, (5)

for the average closeness across the boundary σ0, we can therefore

write:

d(S1, S2) =

K−1X

k=1

2 c̃(uπk , uδ0 , uσk )

− c̃(uπk , uπ0 , uπ−k ) − c̃(uσ−k , uσ0 , uσk ) . (6)

This entity can be thought of as the relative cumulative change in

similarity that occurs during concatenation over the entire bound-

ary region considered. This, in essence, corresponds to the trajec-

tory difference before and after concatenation, as expressed in the

LSM feature space. An important special case is when the two

segments considered are in fact contiguous in the database, i.e.,

the σ’s are identically equal to the π’s. In this situation, it can be

easily verified that, in particular, δ0 = σ0 = π0. We conclude that

this metric exhibits the property: d(S1, S2) ≥ 0, with equality if

and only if S1 = S2. We refer to (6) as the discontinuity score
between S1 and S2. The closer the discontinuity score is to zero,

the more attractive the concatenation. Conversely, a large value

of the discontinuity score tends to be correlated with a perceptibly

bad concatenation [11].

4. ITERATIVE PROCEDURE

Once the global concatenation criterion (6) is specified, the itera-

tive procedure follows the flowchart of Fig. 3. The basic idea is to

focus on each possible boundary region in turn, compute the LSM

space associated with this region, adjust individual boundaries one

at a time in that space, update the boundary region accordingly,

and iterate until convergence.

The initialization step can be performed in a number of dif-

ferent ways. For example, in the case of diphone cut points, the

initial boundaries can be obtained directly from diphone segmen-

tation (cf. [5]), or inferred indirectly after phoneme alignment (cf.

[6]). In the latter case, they can be determined in the usual manner

based on where the speech waveform varies the least, or simply

taken to be at the midpoint of the phone. In practice, we have

found little difference in behavior based on these various forms of

initialization. It is worth pointing out that the last solution is the

most expedient, since it does not require a very accurate phoneme

aligner: only a reasonable estimate of the phoneme boundaries is

required to calculate a plausible mid-phoneme cut point.

Once initialization is completed, we proceed as detailed earlier

to gather the 2K−1 centered pitch periods and derive the resulting

For all (2K−3)xM possible boundaries,
cut points?

in [−K,K] boundary region

2

For all M instances, set as new boundary

Initialize unit boundaries

Compute resulting LSM vector space

accumulate  d(S  , S  ) over M    concatenations

the cut point with minimum  d(S  , S  )

 1 2

2 1

Gather all (2K−1) centered pitch periods

Any change in

Fig. 3. Iterative Training of Unit Boundaries.

LSM space L. This results in (2K − 1)M feature vectors in the

LSM space, and hence (2K − 3)M potential new boundaries.5

For each of them, there are M2 possible concatenations, hence

we compute the average discontinuity associated with the potential

new boundary by accumulating (6) over this set of M2 possible

concatenations. At this point, we obtain 2K − 3 discontinuity

measures for each unit instance. As new boundary for each of

them, we retain the cut point associated with the minimum value

over these 2K − 3 discontinuity scores. The new boundaries form

the basis for a new boundary region, and the procedure iterates

until no change in cut points is necessary. The last boundaries are

therefore globally optimal across the entire set of observations for

the phoneme P .

5. EXPERIMENTAL RESULTS

We now briefly summarize some of the results we have obtained

on a phonetically and prosodically varied voice database currently

deployed in MacinTalk, Apple’s TTS offering on MacOS X. This

database is fairly similar to the Victoria corpus described in detail

in [13]. In particular, recording conditions closely follow those

mentioned in [13], though individual utterances generally differ.

For the purpose of illustration, we focus on five representa-

tive phonemes (denoted below in SAMPA computer readable pho-

netic notation, cf. [14]): an example of a steady spectrum vowel,

P = [U ]; an example of a steady spectrum fricative, P = [Z];
an example of a nasal, P = [N ]; an example of a varying spec-

trum fricative, P = [h]; and an example of a varying spectrum

vowel (diphtong), P = [OI]. The last two instances are especially

challenging: [OI] because the rapid changes in acoustic targets

occurring in the middle of the phoneme tend to complicate the

search for an optimal cut point, and [h] because it often exhibits

analogous behavior, compounded by unpredictable voicing char-

acteristics throughout each observation.

The first item of interest is the convergence of the iterative pro-

cedure proposed in Fig. 3. Note that, as boundaries shift from one

iteration to the next, so does the boundary region for the phoneme

considered. Since there is a one-to-one mapping between the bound-

5For simplicity, and without loss of generality, we do not allow a bound-
ary at either extreme of the boundary region.
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Fig. 4. Convergence Behavior (Number of Boundary Changes).

ary region and the LSM space (cf. Section 2), this in turn implies

that the LSM space does not stay static. This makes it particularly

challenging to derive a theoretical proof of convergence. On the

other hand, as long as after each iteration the LSM space remains

“sufficiently close” to its previous incarnation, it is intuitively rea-

sonable to expect the procedure to indeed converge.

For each of the five representative phonemes selected, we ex-

tracted from the recorded set of utterances all instances of speech

segments (in this case, diphones) with a left or right boundary

falling in the middle of the phoneme P . There were a total of

502 such instances for [U ], 198 instances for [Z], 1559 instances

for [N ], 1997 instances for [h], and 266 instances for [OI]. Then,

for each instance, we extracted K = 3 pitch periods on the left

and K = 3 pitch periods on the right of the boundary, leading to

2K − 1 = 5 centered pitch periods. For [OI], for example, this

led to a (1330 × 350) input matrix. We then followed the iterative

procedure described in the previous section, with a value R = 5,

to derive the globally optimal cut point in each instance.

We assessed convergence by measuring, after each iteration,

the fraction of instances for which a boundary change was ob-

served. The outcome is plotted in Fig. 4 (note the log scale on

the y-axis). This plot shows that in all cases the boundary train-

ing procedure does converge exponentially, though not necessarily

monotonically. The occasional loss of monotonicity can be di-

rectly traced to disturbances introduced in the LSM space from

one iteration to the next. Convergence seems to be roughly twice

as slow for [Z] and [OI] as for the other phonemes, although this

behavior could have more to do with small sample size than intrin-

sic difficulty in finding the global optimum. In any event, conver-

gence is reliably attained across all phonemes within a relatively

small number of iterations.

After each iteration we also computed the average inter-unit

discontinuity score across all possible concatenations. We ob-

served that boundary training yields a consistent reduction of 20

to 30% in the inter-unit discontinuity, suggesting a comparatively

reduced likelihood of producing a bad concatenation. To illus-

trate, the attached files “Before.aiff” and “After.aiff” give two ren-

ditions of the nonsense word “boyb” (pronounced [bOIb]), slowed

down to a speaking rate of approximately 10 words per minute

for emphasis. In both cases, the only concatenation between non-

contiguous segments occurs within the phoneme [OI]. The only

difference between the two renditions concerns the boundaries in

the unit inventory. In the first case, the inventory featured baseline

boundaries (placed, as commonly done in the case of diphone-style

cut points, where the phone varies the least). In the second one,

the inventory featured optimized boundaries (produced as detailed

above). The noticeable improvement that can be heard exempli-

fies the general benefits of the technique for concatenative TTS

synthesis.

6. CONCLUSION

We have proposed an iterative solution to the data-driven training

of unit boundaries in unit selection TTS utterances. This approach

leverages the LSM decomposition of information gathered across

each boundary region, which we first introduced in [9]. Com-

pared to standard Fourier analysis, the LSM framework allows all

relevant units to be mapped onto the same, separately optimized

feature space of relatively low dimension. Iterative training us-

ing a global discontinuity criterion then produces the desired ad-

justed boundaries. This procedure was empirically observed to

converge within a relatively small number of iterations. The out-

come is a globally optimal cut point between any two matching

units in the available unit inventory, which in turn reduces the like-

lihood of encountering an egregiously bad concatenation between

two segments. Experimental evaluations indeed show a consistent

decrease in average inter-unit discontinuity due to boundary ad-

justment, and the trained boundaries seem to correlate well with

reduced perceived discontinuity.
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