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ABSTRACT

We utilize the inter-frame redundancy with the larger-size 

super-frame structure to realize ultra low bit rate speech 

encoding. A new clustering model of speech characteristics 

is proposed to process effectively the parameters of large 

super-frames. Based on the model, we present algorithms 

for ultra low bit rate speech encoding at 600 bps and 300 

bps for applications in acoustically harsh environments. At 

the decoder, a close-loop excitation signal magnitude 

estimation model is employed to improve the naturalness of 

synthesized speech. Two prototypes have been realized and 

evaluated using the DRT tests based on the national 

standard of China. Both prototypes are able to synthesize 

high quality of speech with DRT score 88.85 and 81.78 

respectively.

1. INTRODUCTION 

Although the bandwidth of wired/wireless communication 

channels has been increased dramatically, low rate bit 

speech coding is still required significantly by many 

applications esp. in acoustically harsh environments for 

anti-jamming communication. For instance, the objective of 

ASE (Advance Speech Encoding) program, supported by 

the DARPA, is to achieve ultra low bit rate (300 bps) 

speech coding with acceptable intelligibility and quality in 

acoustically harsh environments within the phase 2 of this 

program. 

 A great number of algorithms as well as speech coders, 

such as code-excited linear prediction (CELP) [1], mixed 

excitation linear prediction (MELP) [2], [3], multi-band 

excitation (MBE) [4], enhanced MBE [5], sinusoidal 

transform coder (STC) [6], waveform interpolation (WI) 

[7],  and enhanced WI [8], have been proposed to optimize 

the process of determining a concise representation of 

speech signals for the purpose of transmission, storage, and 

reconstruction. The state-of-the-art coders manage to 

produce speech with sufficiently good quality at bit rates as 

low as 1200 bps. These coders split the speech signal into a 

series of frames of 20 to 30 ms, compute and extract the 

parameters characterizing the frames, and transmit the 

encoded parameters to the corresponding decoders. It is 

pragmatic to lower the bit rate by coding the set of 

parameters of a few successive frames structured as a super-

frame. The NATO STANAG 4470 defines an 800 bps 

speech coder using the super-frame structure in which a 

super frame consists of 3 frames. 

For the encoding algorithms based on linear prediction, 

the major bottleneck of reducing bit rate is the quantization 

of the linear predictive coding (LPC) filter coefficients. The 

multistage vector quantization (MSVQ) approach presented 

in [9] has achieved rather good performance at 21-25 bit per 

20 ms frame. In addition, the multistage structure gains 

flexibility in terms of search complexity, codebook storage, 

and channel error protection. Based on the MSVQ 

approach, the residual MSVQ (R-MSVQ) approach is 

proposed in [10] and a 1200 bps coder using R-MSVQ is 

developed in [11]. 

We have developed two algorithms for ultra low bit 

rate (ULBR) speech coding at 600 bps and 300 bps 

respectively.  A large super-frame structure is utilized in 

both algorithms. To improve the encoding efficiency of 

parameters, a clustering model of speech characteristics 

based on acoustic perception has been proposed to 

effectively reduce the amount of samples in the 

characteristic space due to large size of super-frames.  

This paper is organized as follows. In section 2, we 

describe the clustering model of speech characteristics for 

large-size super-frames. In section 3, we present the 

multistage matrix quantization schemes for 600 bps and 300 

bps respectively. The pitch diction and encoding is 

described in section 4. A closed-loop estimation model of 

the excitation signal is presented in section 5. Section 6 

presents the schemes of bit allocation. The performed DRT 

experiments and results have been presented in section 7. 

Finally we conclude in section 8. 

2. THE CLUSTERING MODEL 

The source speech frames , are aggregated and 

structured as a set of super-frames. A super-frame is then 

defined as 

,2,1, ifi

11 ,,, KKnKnKnn fffs  in which K is the 

size of the super-frame. 

We employ the line spectral pair (LSP) vector to 

represent the LPC filter. Therefore, the super-frame sn can 
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be described by the matrix of LSP vectors Mlspn, the vector 

of pitch Vpn, and the vector of energy parameters Ven:
t

KKn
t

Kn
t

Knn lsplsplspMlsp 11 ,,, (1.a)

11 ,,, KKnKnKnn pitchpitchpitchVp  (1.b) 

11 ,,, KKnKnKnn eneeneeneVe  (1.c) 

In most cases, traditional clustering approaches fail to 

classify super-frames based on actual acoustic perception. 

Super-frames, which are perceptually similar, may be 

classified into different subspaces just because they are 

physically dissimilar.  Therefore, the overall quantization 

performance is degraded. 

With the size of super-frame increases, the amount of 

samples in the characteristic space of the speech signal 

increases too quickly. Therefore, it is hardly to be handled 

properly by traditional encoding and clustering approaches. 

In order to acquire lower bit rate, the quality of the speech 

has to be sacrificed considerably. 

In this paper, we propose a new clustering model of 

speech characteristics based on acoustic perception (figure 

1) to reduce the amount of samples in the signal 

characteristic space significantly. This model is competent 

to classify effectively the parameters of larger-size super-

frames (e.g. a 12x25ms super frame structure for 300 bps 

encoding).

We define the acoustic structure of super-frame ascs as 

follows: ns is the number of syllables in the super-frame sn,

 represents the unvoiced/voiced characteristics, 

starting time, and the duration respectively. 
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A normalized acoustic structure characteristics table 

(NASCT) is defined to describe the acoustic structure of all 

samples. Given a super-frame, its asc vector is used to 

search a matched normalized acoustic structure vector 
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The matched nasc vector is used to correct the asc vector 

of the super-frame. And the corrected asc vector is used for 

generating the training set or encoding the speech signal. 
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Figure 1: Clustering Model of Speech Characteristics 
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In order to prevent the accumulative error caused by the 

acoustic correction, a feedback control algorithm is 

designed to compensate the correction based on the 

principle of minimize the impacts of acoustic perception. 

3. MULTISTAGE MATRIX QUANTIZATION 

In order to achieve bit rate lower than 600 bps, we utilize 

the redundancy between successive frames by introducing 

larger size super-frame structure. A 6x25ms super-frame 

structure is used in the 600 bps algorithm and a 12x25ms 

super-frame structure is used in the 300 bps algorithm. 

3.1 600 bps: Residual 4-stage Matrix Quantization 

The speech frames are classified as basic frame (B-frame) 

and interpolation frame (I-frame). Each super-frame 

consists of 2 B-frames and 4 I-frames. Because the voiced 

speech frames (V-frame) are more significant to acoustic 

perception and the LPC paramters of successive V-frames 

are highly correlated, V-frames, esp. the V-frames at the 

boundary to unvoiced frames (U-frame), have higher 

priorites during the selection of B-frames. The LPC 

parameters of B-frames are quantized usying a 4-stage 

MSVQ and different coding tables are used accroding to the 

voiced/unvoiced feature. The LSP vectors of I-frames are 

estimated based on neighboring B-frames using optimal 1st

order linear prediction. 

We denote two successive B-frames as , and 

the frames between them are I-frames. The 

corresponding LSP vectors are denoted as  

. Then the estimation of 

the LSP vector of I-frames is obtained using (5), in which 

the i=1,2, … L and L is the order of the LPC filter. 

1, mnn ff

mnn ff ,,1

,,,,, 11 mnmnnn lsplsplsplsp
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The coefficients  and  are given by (6), 

in which 

i
kmka 1,

i
kmkb 1,

ilspilspEr nkn
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i
kr , , and are calculated based on 

training sets. Some estimation coefficients are given in table 

1.

i
kmka 1,

i
kmkb 1,

The residual vector is defined as .

A 4-stage matrix quantization of 7-7-6-6 bit is applied to the 

L x 4 matrix of the residual vectors of the 4 I-frames in one 

super-frame. The Generalized Lloyd Algorithm (GLA) is 

applied to this sequence to generate the codebook [12].

knknkn lsplsp

Table 1: Estimation Coefficients of LSP vectors of I-frames 

i 1 2 3 4 5 6 7 8 9 10

ia 2,1 0.65 0.66 0.73 0.60 0.70 0.76 0.70 0.64 0.61 0.63

ib 2,1 0.35 0.34 0.27 0.40 0.30 0.24 0.30 0.36 0.39 0.37

3.2 300 bps: 7-stage Matrix Quantization 

The speech signal characteristics Mlspn is divided into 3 

sub-spaces 210 ,, nnnn MlspMlspMlspMlsp as defined in (7): 

2,1,0,,,, 63 ilsplsplspMlsp
t

iKn
t

iKn
t

iKn
i
n  (7) 

At stage 1, the sample space is classified according to the 

distribution of voiced/unvoiced frames in a super-frame and 

 is matrix quantized. At stage 2 and 3,  and 

 are estimated using the quantization results at stage 

1 based on interpolation and the voiced/unvoiced features. 

And the residual matrix of the estimation is quantized as in 

(8) in which Q

2
nMlsp 0

nMlsp

0
nMlsp

i denotes i-stage quantization and Mq denotes 

matrix quantization. 
21
nn MlspMqMlspQ    (7.a) 

nnn MlspQMlspMqMlspQ 102   (7.b) 

nnnn MlspQMlspQMlspMqMlspQ 2113 ,  (7.c) 

At stage 4, 5, 6, and 7, the residual matrix quantized in 

previous stage is quantized. 

4. PITCH DETECTION AND ENCODING 

The estimation of pitch value is an important component in 

a variety of speech processing systems such as speech 

analysis synthesis systems, and speech coding systems. A 

number of algorithms for pitch estimation have been 

developed, which may utilize the properties of speech 

signals in either time-domain or frequency-domain. 

We apply a 2-stage vector quantization scheme for the 

pitch value and u/v flag of the frames in super-frames. The 

whole sample space is classified into several types 

according to the amount of V-frame in a super-frame and 

each typed sample space is classified further into a number 

of subspaces according to the distribution of u/v-frames. For 

each typed subspaces, a specific sub-codebook is produced 

and trained with corresponding training set. 

The quantization rate at stage 1 is 10 bit /6 frames (for 

600 bps) and 12 bit / 12 frames (for 300 bps). At stage 2, it 

is 4 bit/6 frames (600 bps) and 8 bit /12 frames (300 bps). 

5. THE SPEECH SYNTHESIS MODEL 

We develop a closed-loop estimation approach (figure 2) of 

the impulse magnitude at the decoder to improve the 

naturalness of speech and the articulation of nasals.

The magnitude of the synthesized speech signal may be 

varied differently from the magnitude of the excitation 

impulses. And it may cause the perceptual distortion of the 

synthesized speech.  For some voiced phonemes and nasal 

phonemes, the magnitude of the speech is very significant to 

the perception and intelligibility. The proposed approach of 

closed-loop estimation of excitation impulse magnitude is 

used in the decoder to improve the quality of the 

synthesized speech.

6. BIT ALLOCATION 

The bit allocation for the 600 bps speech coder is given in 

table 2 and for the 300 bps coder is given in table 3. 

Table 2: Bit allocation for 600 bps coder 

LSP (6x25ms) Pitch and U/V flag Energy 

Location of 

current pitch 

period

Energy of 

next frame 

Energy of 

previous frame 

Synthesized Speech 

upper

N

Y

Figure 2: Closed-loop estimation approach of the impulse magnitude
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(6x25ms) (6x25ms)

B-frame I-frame

21 21

bit
7 7 6 6 bit 

10 4 bit 8 bit 

140 140

bps
173.33 bps 93.33 bps 53.33 bps 

90 bit / 6x25ms =140×2 173.33 93.33+53.33  600 bps 

Table 3: Bit allocation for 300 bps coder 

LSP(10x12)
Pitch and U/V flag 

(12x25ms)

Energy 

(12x25ms)

9 9 9 9 9 9 8 bit 12 8 bit 8 bit

206.67 bps 66.67 bps 26.67 bps 

90 bit / 12x25ms =206.67 66.67 26.67  300 bps 

7. EXPERIMENTS AND RESULTS

We have performed a number of DRT tests using speech 

materials chosen from the speech signal database based on 

national standard of China GB/T 16532-1996. The speech is 

recorded in recording studio and the sample rate is 16 KHz 

and the quantization level is 16 bit.

Eleven listeners participated in the DRT tests of the 300 

bps coder and 10 listeners participated in the DRT tests of 

the 600 bps coder. The test results are presented in table 4 

and table 5. 

Table 4a: DRT result of female speakers: 600 bps 
Term Voiced Nasal Aspirated Grave-

ness

Compact-

ness

Sustention

Avg. 100.00 67.81 95.56 86.67 85.60 90.75

Std. 0.00 12.80 2.09 5.33 7.47 2.57

Total Score: 87.73

Table 4b: DRT result of male speakers: 600 bps 
Term Voiced Nasal Aspirated Grave-

ness

Compact-

ness

Sustention

Avg. 100.00 81.48 97.04 76.54 84.82 96.30

Std. 0.00 5.24 3.26 5.88 5.91 2.79

Total Score: 89.36

Table 5a: DRT result of female speakers: 300 bps 
Term Voiced Nasal Aspirated Grave-

ness

Compact-

ness

Sustention

Avg. 100.00 62.63 93.94 72.05 72.05 89.63

Std. 0.00 9.00 3.00 10.35 5.50 1.68

Total Score: 81.72

Table 5b: DRT result of male speakers: 300 bps 
Term Voiced Nasal Aspirated Grave-

ness

Compact-

ness

Sustention

Avg. 99.26 68.89 95.96 66.33 72.39 88.22

Std. 1.11 6.14 2.60 5.51 6.72 4.56

Total Score: 81.84

The average DRT score of the 300 bps coder is 

(81.72+81.84)/2=81.78 and the average DRT score of the 

600 bps coder is (89.36+87.73)/2=88.55. From the test 

results, the speech encoding algorithms proposed in this 

paper achieve better quality of processing the male speech. 

8. SUMMARY 

We have presented two algorithms for ultra low bit rate 

speech encoding and realized prototype coders to evaluate 

the performance and efficiency of the proposed approaches. 

A new clustering model of speech characteristics based on 

acoustic perception is developed to process the large size 

super-frame structure used in the algorithms. In order to 

improve the naturalness of synthesized speech and the 

articulation of nasals, we have proposed a closed-loop 

estimation approach to synthesizing speech signal based on 

the estimation of the magnitude of the excitation impulses. 

Our future work will focus on enhancing the 

performance of the 300 bps encoding algorithm, improving 

the quality of synthesized speech (DRT score > 85), and 

developing pragmatic industrial implementations. 
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