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ABSTRACT

In this work, we explore the use of canonical correlation analysis to
improve the performance of multimodal recognition systems that in-
volve multiple correlated modalities. More specifically, we consider
the audiovisual speaker identification problem, where speech and lip
texture (or intensity) modalities are fused in an open-set identifica-
tion framework. Our motivation is based on the following obser-
vation. The late integration strategy, which is also referred to as
decision or opinion fusion, is effective especially in case the con-
tributing modalities are uncorrelated and thus the resulting partial
decisions are statistically independent. Early integration techniques
on the other hand can be favored only if a couple of modalities are
highly correlated. However, coupled modalities such as audio and
lip texture also consist of some components that are mutually inde-
pendent. Thus we first perform a cross-correlation analysis on the
audio and lip modalities so as to extract the correlated part of the
information, and then employ an optimal combination of early and
late integration techniques to fuse the extracted features. The results
of the experiments testing the performance of the proposed system
are also provided.

1. INTRODUCTION

Audio is probably the most natural modality to recognize speech
content and a valuable source to identify a speaker [1]. Video also
contains important biometric information, which includes face/lip
texture and lip motion information that is correlated with the audio.
Audio-only speaker/speech recognition systems are far from being
perfect especially under noisy conditions. Performance problems
are also observed in video-only speaker recognition systems, where
poor picture quality, changes in pose and lighting conditions, and
varying facial expressions may have detrimental effects [2]. Hence,
robust solutions for both speaker and speech recognition should em-
ploy multiple modalities, such as audio, lip texture, and lip motion
in a unified scheme.

The design of a multimodal recognition system requires address-
ing three basic issues: i) Which modalities to fuse, ii) How to repre-
sent each modality with a discriminative and low-dimensional set of
features, and iii) How to fuse existing modalities. The second issue,
representative feature selection, also includes modeling of classifiers
through which each class is represented with a statistical model or
a representative feature set. As for the last issue, that is the fusion
problem, different strategies are possible: In the so-called ”early in-
tegration”, modalities are fused at data or feature level, whereas in
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”late integration” decisions or scores resulting from each unimodal
recognition are combined to give the final conclusion.

Audio and lip information have been used for speaker identifica-
tion in only few works such as [3, 4, 5]. These works mainly focus on
fusion of decisions coming from different feature sets. In the speaker
recognition literature, audio is generally modeled by mel frequency
cepstral coefficients (MFCC). Unlike audio, several feature sets can
be used to represent the lip modality such as shape, motion and tex-
ture. In texture-based approaches, pure or DCT-domain lip image
intensities are used as features [6, 4]. The dimension reduction tech-
niques, such as principle component analysis, linear discriminant
analysis or DCT, are applied independently to lip or speech regard-
less of the mutual information between them. However one should
also consider the correlation between speech and lip features since it
is a widely accepted fact that these features are coupled and highly
correlated with each other. Despite the fact that multimodal speech
and speaker recognition systems implicitly use the audio-visual cor-
relation, in the literature there is relatively little work for explicit
audio-visual correlation analysis. In [7], the mutual information be-
tween a speech spectrogram and an intensity based image is exam-
ined to detect image segments where these two modalities are highly
correlated. Our previous work [8] addresses the use of canonical
correlation analysis to find the relationship between audio and vi-
sual modalities so as to apply it to synchronization of audio-visual
features.

In this study, we explore the use of canonical correlation analy-
sis to improve the performance of multimodal recognition systems
that involve multiple modalities that are correlated with each other.
More specifically, we consider the audio-visual speaker identifica-
tion problem, where speech and lip texture (or intensity) modalities
are fused in an open-set identification framework. Our motivation
is based on the following observation. The late integration strategy,
which is also referred to as decision or opinion fusion, is effective es-
pecially in case the contributing modalities are uncorrelated and thus
the resulting partial decisions are statistically independent. Early in-
tegration techniques on the other hand can be favored only if a cou-
ple of modalities are highly correlated. However, coupled modalities
such as audio and lip texture also consist of some components that
are mutually independent. Thus we first perform a cross-correlation
analysis on the audio and lip modalities so as to extract the correlated
part of the information, and then employ an optimal combination of
early and late integration techniques to fuse the extracted features.

In Section 2, we describe the probabilistic framework that we
use for the open-set speaker identification problem. Section 3 presents
the extraction of the initial audio and lip features. The proposed
multimodal fusion scheme with canonical correlation analysis is pre-
sented in Section 4. Experimental results are discussed in Section 5
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and finally concluding remarks are given in Section 6.

2. OPEN-SET SPEAKER IDENTIFICATION

Speaker recognition task can be formulated as either verification or
identification problem. The latter can further be classified as open-
set or closed-set identification. In the closed-set identification prob-
lem, a reject scenario is not defined and an unknown observation is
classified as belonging to one of the R registered pattern classes. In
the open-set problem, the objective is, given the observation from an
unknown pattern, to find whether it belongs to a pattern class regis-
tered in the database or not; the system identifies the pattern if there
is a match and rejects otherwise. Hence, the problem can be thought
of as an R + 1 class identification problem, including also a reject
class. Open-set identification has a variety of applications such as
the authorized access control for computer and communication sys-
tems, where a registered user can log onto the system with her/his
personalized profile and access rights. In this paper, we formulate
the speaker recognition problem in an open-set identification frame-
work, which is a more challenging and realistic way of addressing
the problem as compared to closed-set speaker identification and ver-
ification. Note that verification is a special case of the general open-
set identification problem.

In the open-set identification problem, an imposter class λR+1

is introduced as the R + 1’th class. Since it is difficult to accurately
model the imposter class, λR+1, we employ the following solution
which includes a reject strategy through the definition of the likeli-
hood ratio:

ρ(λr) = log
P (f |λr)

P (f |λR+1)
(1)

Then, the decision strategy of the open-set identification can be im-
plemented in two steps. First, determine

λ∗ = arg max
λ1,...,λR

ρ(λr), (2)

and then
if ρ(λ∗) ≥ τ accept
otherwise reject

(3)

where τ is the optimal threshold which is usually determined exper-
imentally to achieve the desired false accept or false reject rate.

Computation of class-conditional probabilities needs a prior mod-
eling step, through which a probability density function of feature
vectors is estimated for each class r = 1, 2, . . . , R by using avail-
able training data. A common and effective approach to model the
impostor class is to use a universal background model, which is es-
timated by using all available training data regardless of which class
they belong to.

3. MODALITIES AND FEATURES

In this paper, audio and lip texture are considered as different but par-
tially correlated modalities. The mel-frequency cepstral coefficients
are used as features for the audio modality. The audio feature vector
fA is formed as a collection of 13 MFCC coefficients along with the
first and second derivatives, total of 39 coefficients. The features for
the lip texture modality, fL, are 50 base-band zig-zag scanned 2-D
DCT coefficients of the luminance component within a rectangular
box about the lip region. Since audio features are extracted at a rate
of 100 fps and lip texture features have a frame rate of 15 fps, visual
features are interpolated to 100 fps rate using bi-cubic interpolation
to synchronize the audio and visual features.

A preprocessing step is required to locate the lip region and elim-
inate the global motion of the head between the frames so that the
extracted motion features within the lip region provides us with the
pure movement of the speaking act. To this effect, each face frame
is aligned with the first frame of the sequence using a 2D paramet-
ric motion estimator. For every two consecutive face images, global
head motion parameters are calculated using hierarchical Gaussian
image pyramids and 12-parameter quadratic motion model [9]. The
face images are successively warped according to these calculated
parameters [10]. In the resulting aligned image sequence, the lo-
cation of the lip region remains almost unchanged except for local
movements. Thus, by only hand-labeling the mid-point of the lip
region on the first frame, we automatically extract a region of inter-
est around this point so as to obtain a sequence of lip frames of size
128 × 80.

4. MULTIMODAL FUSION USING CANONICAL
CORRELATION ANALYSIS

In this section we consider the early and late integration of the ex-
tracted audio and lip texture features. In the early integration the
audio and lip texture features are mapped to an audio-lip correlated
space using canonical correlation analysis (CCA). Subsequently, pos-
sible late integration techniques that combine audio, lip texture and
correlated audio-lip features are exploited.

4.1. Early Integration using CCA

The early integration, or equivalently data fusion, is implemented
with concatenation of the correlated audio and lip texture features
that are obtained using CCA. The canonical correlation analysis pro-
vides a way of measuring the linear relationship between two mul-
tidimensional variables [11]. It finds two basis spaces, one for each
multidimensional variable, that are optimal with respect to correla-
tions and, at the same time, it finds the corresponding correlations. In
other words, it finds two basis spaces in which the cross-correlation
matrix between the variables is diagonal and the correlations on the
diagonal are maximized. The dimension of each resulting space is
equal to or less than the smallest of the dimensions of the two vari-
ables. An important property of canonical correlations is that they
are invariant with respect to affine transformations of the variables.
This is the most important difference between the CCA and the ordi-
nary correlation analysis which highly depends on the basis in which
the variables are described.

4.1.1. CCA Problem

Let two multidimensional biometric signals be represented with x
and y. Further let the projection matrices be wx and wy such that
the correlations between the projections of x and y onto range space
of wx, R(wx) and R(wy) are mutually maximized. The problem
becomes estimating the projection matrices wx and wy while max-
imizing the correlation coefficient, r, of the projected signals wT

x x
and wT

y y,

r =
wT

x Cxywy�
wT

x CxxwxwT
y Cyywy

(4)

such that

ρi,j =

��
�

E[xi, xj ] = wT
x Cxxwx = 0

E[yi, yj ] = wT
y Cyywy = 0

E[xi, yj ] = wT
x Cxywy = 0

for i �= j (5)
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4.1.2. CCA Solution

Let x and y be zero mean random variables. The joint covariance
matrix is defined as:

C =

�
Cxx Cxy

Cyx Cyy

�
= E

� �
x
y

� �
xT yT

� �
(6)

where, Cxx and Cyy are the within set covariance matrices, and
Cxy = CT

yx is the between set correlation matrix. The canonical
correlations between x and y can be found by solving the eigenvalue
equations,

C−1
xx CxyC

−1
yy Cyxwx = ρ2wx

C−1
yy CyxC

−1
xx Cxywy = ρ2wy

(7)

where the eigenvalues ρ2 are the squared canonical correlations and
the eigenvectors wx and wy are the normalized canonical correla-
tion basis vectors. Only one of the eigenvalue equations needs to be
solved since the solutions are related by

Cxywy = ρλxCxxwx

Cyxwx = ρλyCyywy
. (8)

where,

λx = λ−1
y =

�
wT

y Cyywy

wT
x Cxxwx

. (9)

4.1.3. Audio-Visual Feature Extraction Using CCA

Let speech and lip texture features be represented with fA and fL,
respectively. One can apply CCA to find two new feature sets f ′

A =
wT

AfA and f ′
L = wT

LfL such that the between class correlation
coefficient matrix of f ′

A and f ′
L is diagonal with maximized diag-

onal terms. However, maximized diagonal terms do not necessarily
mean that all the diagonal terms exhibit strong correlations. Hence
one can pick the maximally correlated components that are above a
certain correlation threshold th. Let us denote the projection vector
that corresponds to the diagonal terms larger than the threshold th by
w̃A. Then, the corresponding projections of fA and fL are given
as,

f̃A = w̃T
AfA (10)

f̃L = w̃T
LfL (11)

Here, f̃A and f̃L are the correlated components that are embed-
ded in fA and fL. Furthermore, the early integration, or equiv-
alently data fusion,is performed with concatenation of correlated
audio-visual components. The resulting combined audio-visual fea-
ture is defined as,

f̃AL = [f̃Af̃L] (12)

4.2. Late Integration

In the Bayesian framework, late integration can be performed us-
ing product rule assuming statistically independent modalities. Var-
ious methods have been proposed in the literature as an alternative
to the product rule such as max rule, min rule and reliability-based
weighted summation. In fact, the most generic way of computing
joint ratios (or scores) can be expressed as a weighted summation:

ρ(λr) =
N�

n=1

ωnρn(λr) for r = 1, 2, ..., R, (13)

where ρn(λr) is the log-likelihood of the class-conditional probabil-
ity, log P (fn|λr), for the n-th modality fn with class λr , and ωn

denotes the weighting coefficient for modality n, such that
�

n ωn =
1. Then, the fusion problem becomes finding the optimal weight co-
efficients. Note that when ωn = 1

N
∀n, (13) is equivalent to the

product rule. Since the ωn values can be regarded as the reliabil-
ity values of the classifiers, we referred to this combination method
as RWS (Reliability Weighted Summation) rule in [4]. The statis-
tics and the numerical range of these likelihood scores mostly vary
from one classifier to another, and thus using sigmoid and variance
normalization as described in [4], they can be normalized into (0, 1)
interval before the fusion process. The RWS rule is employed for
the decision fusion of audio, lip texture and correlated audio-lip fea-
tures, using the reliability value estimation, which is described in
[4].

5. EXPERIMENTAL RESULTS

Hidden Markov Models (HMM) are known to be effective struc-
tures to model the temporal behavior of the speech signal, and thus
they are widely used both in audio-based speaker identification and
speech recognition applications. In this work, we employ text de-
pendent HMM structures for the open-set speaker identification sys-
tem. Our database consists of audio and video signals belonging
to individuals of a certain population. Thus in our system the tem-
poral characterization of the lip-texture and audio-lip modalities are
also performed using HMMs. We use word-level continuous-density
HMM structures. Each speaker or utterance in the database is mod-
eled using a separate HMM that is trained over some repetitions of
the modality streams of the corresponding speaker. In the recogni-
tion process, given a test feature set, each HMM structure associated
with a speaker or an utterance produces a likelihood. A world HMM
model is also trained over the whole training data of the popula-
tion. The log-ratio of the speaker likelihoods and the world class
likelihood results in a stream of log-likelihood ratios that are used
in the speaker identification process. The system identifies the per-
son if there is a match and rejects otherwise. The performance of
the speaker verification systems is often measured using the equal
error rate (EER) figure. The EER is calculated as the operating point
where false accept rate (FAR) equals false reject rate (FRR).

The experiments have been conducted using the MVGL-AVD
audio-visual database Dn [4]. The database Dn includes 50 sub-
jects, where each subject utters ten repetitions of her/his name as
the secret phrase. A set of impostor data is also available for each
subject in the population uttering five different names from the pop-
ulation. The Dn database is partitioned into two sets namely {DnA

and Dn̄A}, where DnA and Dn̄A are mutually exclusive sets each
having five repetitions from each subject in the database. The sub-
sets DnA and Dn̄A are used for training and testing, respectively.
Since there are 50 subjects and five repetitions for each true and im-
poster client tests, the resulting total number of trials for both the
true accepts and true rejects is 250.

Fig. 1 plots the maximized diagonal terms of the between class
correlation coefficient matrix after the CCA analysis of audio and
lip-texture features. As observed from Fig. 1, the maximum corre-
lation coefficient is around 0.7, and 15 correlation coefficients out
of 39 are higher than 0.1 threshold. Table 1 presents the EER per-
formance of the early integration of correlated audio-lip combined
features for varying correlation coefficient threshold th. Note that,
when all the 39 transformed coefficients are used, the EER perfor-
mance is 6.6%. The EER performance is observed to have a mini-
mum around 4.8% for threshold values from 0.1 to 0.4. The optimal
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Fig. 1. Sorted correlation coefficient plot for audio and lip texture
CCA analysis.

threshold is found to be 0.4 that minimize the EER performance and
the feature dimension. Table 2 presents the EER performances for

Table 1. Speaker identification results for data fusion with CCA:
Equal error rates at varying correlation coefficient threshold values
(th) with the corresponding projection dimension (Dim).

EER (%) at (th, Dim)

th 0.0 0.1 0.2 0.3 0.4 0.5 0.6

Dim 39 15 13 11 8 6 3

f̃AL 6.6 4.8 5.2 5.0 4.8 7.2 10.1

various combinations of early and late integration techniques with
using the optimal threshold 0.4. We observe that the use of cor-
related audio-lip features improves the performance over the early
fusion of audio and lip texture features obtained without correlation
analysis. Here, note that the early fusion of audio and lip texture
features with and without correlation analysis are denoted with ˜fAL

and fAL with corresponding feature dimensions 8 + 8 = 16 and
39+50 = 89 respectively. It is worth to mention that RWS decision
fusion do not introduce the data sparsity since it is late integration.

6. CONCLUSION

In this paper, we have presented a multimodal fusion system with
canonical correlation analysis to improve the performance of audio-
visual speaker identification systems that use audio and lip modali-
ties. The most important finding of this work is that the performance
of early integration (or data fusion) for audio-visual speaker identi-
fication can be increased by concatenating the inter-correlated parts
of the audio and lip feature vectors. Since each modality carries also
additional independent information, e.g. the texture of the lip region,
about the identity of a speaker, the overall recognition system em-
ploys an optimal combination of the early and late integration tech-
niques combining lip, audio and correlated audio-lip feature vectors.
The future work will address the robustness of the proposed scheme
against noise, where audio alone feature set do not yield such low
EER, and will explore the use of CCA for extraction and fusion of
mutually uncorrelated components.

Table 2. Speaker identification results for decision fusion: Equal
error rates for different modalities and multimodal fusion scenarios
(+ represents RWS decision fusion).

Modality EER (%)

fA 1.0

fL 6.0

fAL 7.2

f̃AL 4.8

fA + fAL 0.6

fA + f̃AL 0.4

fA + fL + fAL 1.2

fA + fL + f̃AL 1.0
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