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ABSTRACT

Cover and El Gamal derived the tightest bounds on the capacity
of the relay channel using random coding and proposed two cod-
ing strategies, namely decode-and-forward (DF) and compress-
and-forward (CF), to provide the best known lower bounds of the
achievable rate region. Depending on transmission parameters, ei-
ther DF or CF could be superior. Several practical code designs
based on DF have appeared recently. We present the first practi-
cal CF design for the half-duplex Gaussian relay channel based on
Wyner-Ziv coding of the received source signal at the relay. As-
suming ideal source and channel coding, our design achieves the
lower bound of CF. It thus realizes the performance gain of CF
over DF promised by the theory when the relay is close to the des-
tination. Our practical implementation based on LDPC codes for
error protection at the source and nested scalar quantization and
IRA codes for Wyner-Ziv coding at the relay comes as close as
0.76 dB to the theoretical limit of CF.

1. INTRODUCTION

The relay channel is a three-terminal channel where the source
communicates messages to the destination with the help of an in-
termediate relay node (see Fig. 1). The source broadcasts encoded
messages to the relay and destination; the relay processes the re-
ceived information and forwards the resulting signal to the desti-
nation. The destination collects signals from both the source and
relay before attempting to recover the source information. The re-
lay’s task is thus to facilitate decoding at the destination by means
of spatial/temporal diversity.

Cover and El Gamal [1] derived the tightest upper and lower
bounds on the capacity of the relay channel. These two bounds in
general do not coincide; one exception is when the relay channel
is degraded. However, real-world wireless relay channels are not
degraded, and except in few special cases [2, 3], the two bounds do
not coincide. Several random coding schemes [1, 4, 2, 5, 6] have
been proposed to obtain the lower bounds on the achievable rate
region. These schemes can be grouped into two classes: decode-
and-forward (DF) and observe-and-forward [1].

In the DF scheme, the relay decodes the received source mes-
sage, re-encodes it, and forwards the resulting signal to the desti-
nation. Note that, since the relay must perfectly decode the source
message, the achievable rates are bounded by the capacity of the
channel between the source and relay. Consequently, if the chan-
nel between the source and destination is better than that between
the source and relay, the relay cannot improve the transmission,
that is, DF performs worse than direct transmission.

To alleviate this problem, a class of observe-and-forward schemes
has been proposed, where the relay does not attempt to decode
the signal from the source, but only observes it. For example, in
the widely exploited amplify-and-forward (AF) scheme [4], which

falls into this class, the relay just amplifies the received source sig-
nal. Though the AF scheme is of very low complexity, it has never
been shown that it can outperform DF.

Compress-and-forward (CF), rooted in the original work of
Cover and El Gamal [1], is another observe-and-forward scheme.
As the name CF suggests, the relay compresses the signal it has
received from the source within certain distortion. This can be
achieved, for example, with a simple quantizer. Several research
groups [5, 2, 3] have recently pointed out the important role of
Wyner-Ziv (WZ) coding [7] (or lossy source coding with side in-
formation at the decoder) in achieving the lower performance bounds
of CF. But until now, these observations have only remained on a
theoretical level.

CF has higher coding complexity than AF, but it gives many
rate points that are not achievable with any other coding strategy.
Intuitively, DF performs well when the channel between the source
and relay is clean (e.g., the relay is close to the source), whereas
CF is desirable when the channel between the relay and destination
is good. However, the main attraction of CF is that, in contrast to
DF, it always outperforms direct transmission; thus, even if the
link between the source and the relay is very poor, the relay can
still help.

In this paper, we consider a half-duplex relay channel (also
referred to as the ‘cheap’ relay channel in [5]), where the relay
cannot simultaneously receive and transmit. Half-duplex relaying
[6, 3, 5, 8] is more practical because constructing a relay that can
operate in the full-duplex mode [1] is very expensive (due to, e.g.,
the large difference in the transmitting and receiving signal power
levels). Wireless and Gaussian half-duplex relay channels are stud-
ied in [3], where the upper bound and the lower bounds for both
DF and CF are given.

Practical code designs for wireless relay channels and cooper-
ative networks are considered in [8, 9, 10, 11]. But these designs
only exploit AF or DF, and thus, they can at their best approach
the lower bound of DF, which is away from the CF limit in many
cases [3]. Up to date, there is no practical code design based on
CF. This is because WZ code design has not been well understood
until recently [12]. A WZ coder typically consists of a quantizer
followed by syndrome-based Slepian-Wolf coding [13] for com-
pression (implemented via channel coding). Furthermore, when
the channel is noisy, additional channel coding is needed to protect
the syndromes in what is called distributed joint source-channel
(DJSC) coding [14].

Motivated by the large coding gains offered by CF, we focus
on the Gaussian half-duplex relay channel and design a practical
CF-based scheme. The main idea is to split the message at the
source into two parts, protect them independently with two differ-
ent channel codes, and transmit the coded source in two separate
fractions of a time slot; the relay compresses the source received
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during the relay-receive period using WZ coding, adds error pro-
tection, and sends the resulting bitstream to the destination dur-
ing the relay-transmit period. Thus, the scheme consists of two
classic channel coding components (for transmissions to the re-
lay and destination) at the source and one WZ coding component
(for transmission to the destination) at the relay. The latter is im-
plemented via quantization followed by a channel coder for joint
Slepian-Wolf compression [13] and error protection. We show that
our scheme can achieve the lower bound of CF [3] assuming ideal
source and channel coding; thus, it can be employed to realize all
the performance gain of CF over DF in the wide range of SNRs as
promised by the theory.

In our implementation, WZ coding and error protection at the
relay are performed jointly via DJSC coding [14] with nested quan-
tization and systematic irregular repeat-accumulate (IRA) codes
[15]. We derive the inherent loss of our practical scheme from
the theoretical CF bound due to practical source coding (assuming
ideal channel coding); since our analysis shows a small perfor-
mance loss by employing a low-dimensional source coder, for the
sake of low system complexity, we resort to the simplest nested
scalar quantizer. Our design with LDPC codes for error protec-
tion at the source outperforms the lower bound of DF when the
relay is close to the destination. Moreover, in certain cases even
when DF is theoretically better than CF, due to its high coding ef-
ficiency, our practical CF design outperforms the best practical DF
implementation of [8] based on distributed turbo codes.

2. THEORETICAL BOUNDS

The relay channel is shown in Fig. 1, where � � � � � � � , and � � �
denote channel coefficients, which are assumed to be constant. We
consider the half-duplex mode (achieved e.g., using time division).
During each time slot, let 
 be the fraction of time when the relay
operates in the receive mode; then, � 
 
 is the fraction of time
when the relay can only transmit. Let � � and � � be the average
source and relay power constraints, respectively.

Relay

Source Destination
� � �

� � �� � �

Fig. 1. The Gaussian relay channel.

The source splits a message � � � � � " " " � $ & into two parts,� ' and � ) , and independently encodes them into an * 
 -length
codeword , � ' and an * / � 
 
 3 -length codeword , � ) . During
the relay-receive period, , � ' is modulated to 5 � ' and broadcasted
with power 7 8 9: , ; < � . The received signals at the relay and
destination are: > � @ � � � 5 � ' B D � � (1)

E G I > � ' @ � � � 5 � ' B D � � � (2)

respectively, where D � � and D � � are independent additive white
Gaussian noises with unit power. The relay processes the received
signal > � and obtains an * / � 
 
 3 -length codeword , � , which is
then BPSK modulated, resulting in signal 5 � , which is forwarded
to the destination with power 8 P' Q : during the relay-transmit pe-
riod. In the meanwhile, the source modulates , � ) and sends the
resulting signal 5 � ) with power R ' Q 7 S 8 9' Q : . The received signal at
the destination is then> � ) @ � � � 5 � ) B � � � 5 � B D � (3)

where D is an independent additive white Gaussian noise with unit
power.

The upper bound on the capacity of the Gaussian half-duplex
relay channel is derived in [3, 5] from the max-flow-min-cut theo-
rem and is given by:W X Y @ Z E [\ ] ^ ] ' _ \ ] : ] ' _ \ ] 7 ] ' Z a G � W X Y ' � W X Y ) & � (4)

where
W X Y ' and

W X Y ) are:
W X Y ' @ 
 �b c e f / � B / � )� � B � )� � 3 ; � �
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 k ) 3 � )� � / � 
 ; 3 � �

� 
 
 3 �
W X Y ) @ 
 � b c e f / � B � )� � ; � �


 3 B / � 
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 ; 3 � �
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 B � )� � � � B
b

k ) � )� � � )� � / � 
 ; 3 � � � �
� 
 
 3 �

respectively. Note that the parameter k reflects the correlation be-
tween the source and relay signals, and it can be written in closed
form [3, 5].

The achievable rate for DF is [3, 5]:n p q < Z E [\ ] ^ ] ' _ \ ] : ] ' _ \ ] 7 ] ' Z a G � n p q ' � n p q ) & � (5)

s t v w v n p q ' @ 
 � b c e f / � B � )� � ; � �

 3 B

/ � 
 
 3 � b c e f / � B / � 
 k ) 3 � )� � / � 
 ; 3 � �
� 
 
 3

and
n p q ) @ W X Y ) . The achievable rate for CF is given by [3]:n z q < Z E [\ ] : ] ' _ \ ] 7 ] ' � n � / 
 � ; 3 B n � / 
 � ; 3 & � (6)
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 � ; 3 @ 
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 / � B | )} 3 3
E G I n � / 
 � ; 3 @ / � 
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 ; 3 � �

� 
 
 3 �
with | )} being the WZ compression noise [7] given by

| )} @ � B / � )� � B � )� � 3 ; � � ~ 

/ / � B � � P � 8 P � R ' Q : S' � � � 9 � R ' Q 7 S 8 9 � R ' Q : S 3 � � �� 
 � 3 / � B � )� � 7 8 9: 3 "

DF and CF give the best known lower bounds of the achievable
rates. Depending on transmission parameters, either DF or CF is
superior [3] (see Fig. 4). Indeed, DF outperforms CF when the link
between the source and relay is better than that between the relay
and destination (e.g., when the relay is located close to the source);
on the other hand, CF provides higher achievable rates when the
link between the relay and destination is clean (e.g., when the relay
is close to the destination).

3. SYSTEM DESCRIPTION
Our proposed CF-based practical scheme for half-duplex wireless
relaying is depicted in Fig. 2. The source node consists of two
classic channel encoders and a BPSK modulator. The relay per-
forms DJSC encoding; that is, it � � � * � � � performs WZ compres-
sion of the received signal > � (assuming the side information > � '
at the decoder) and error protection against noise in the link be-
tween the relay and destination. The receiver contains two classic
channel decoders, a DJSC decoder, and an estimator.

V - 1114

➡ ➡



Modulator
BPSK

Modulator
BPSK

Estimator

� �� �

� �� �
� �� �� �� �

� � �	 	


 
 
� �

Quantizer

Nested

Encoder

Relay

Source

Destination

Decoder

BPSK
Modulator

+

−

Channel Decoder

MAC Decoder

Channel Decoder

Channel Encoder

Channel Encoder

Maximal
Ratio

Combining
Information

Side

DJSC

DJSC

� 
 � �

�

� � �� �

� � �

� � � � � �
��

� �

� !
"� �

"� �

Rate # � % ' 
 � � )

Rate # � % �

"� !

"� �

Rate # � % ' 
 � � )

Rate # � % �

� �

� � �

� .� �

"�

Fig. 2. Block diagram of our proposed CF-based system.

We closely follow the CF coding steps of [3]. Given the av-
erage source and relay power constraints / 0 and / 1 , respectively,
from (6), we compute the achievable rate

2 4 5 6 2 1 8 : < > ? A2 B 8 : < > ? by optimizing over > and : . The E -length (
2 4 5 6F G I E J K ) source message L is split into two independent partsL M and L N ; the K 2 1 -length part L M is first encoded by the chan-

nel encoder of rate O PQ ; the resulting K : -length codeword S 0 M is
BPSK modulated to U 0 M and sent with power W X ZQ . At the relay,
the received signal [ 1 , given by (1), is first quantized with a nested
quantizer with nesting ratio \ ; then, the obtained K : indices, ] ,
are encoded bitplane-by-bitplane with

F G I \ systematic DJSC en-
coders, which jointly perform Slepian-Wolf compression and error
protection [14]; their coding rates are determined according to the
WZ bound [7]. Only the resulting parity-check symbols are BPSK
modulated to U 1 and sent during the relay-transmit period. Using
an O ^M _ Q -rate error protection code, the source encodes L N , mod-
ulates the obtained K 8 a c : ? -length codeword S 0 N into U 0 N , and
forwards it to the destination with power g M _ W i X ZM _ Q .

During the relay-transmit period the channel is a multiple ac-
cess channel (MAC) given by (3). The receiver starts by recover-
ing L N using successive cancellation decoding. That is, first U 1 is
reconstructed using DJSC decoding (see below); then U 1 is sub-
tracted from [ B N , giving [ lB N 6 [ B N c n 1 B U 1 6 n 0 B U 0 N A s ;
from [ lB N , L N is now recovered with the O ^M _ Q -rate error protection
decoder.

DJSC decoding is done bitplane-by-bitplane similarly as in
[14]. The main idea is to view the system as transmitting the
bits over two channels; the first one is the actual MAC with noises A U 0 N which describes the distortion experienced by the parity-
check bits; the second channel is the “virtual” correlation channel
between [ 1 and the side information [ B M . Thus, to compute the
log-likelihood ratio’s (LLR’s) needed for joint iterative decoding,
for the systematic and parity-check parts, the conditional pdf of ]
given [ B M and the conditional pdf of U 1 given [ B N are exploited,
respectively. In this way the decoder reconstructs the quantization
indices v] and estimates v[ 1 . Finally, L M is recovered using max-
imum ratio combining (MRC) of v[ 1 and [ B M 6 n 0 B U 0 M A s 0 B
(recall that [ 1 6 n 0 1 U 0 M A s 0 1 ) and decoding with the O PQ -rate
error protection decoder.

The next proposition gives the loss of our scheme from the
lower bound of CF due to practical source coding (quantization)

assuming ideal channel coding.

Proposition 1 Assuming ideal channel coding, the rate loss from
the CF limit due to practical source coding is

2 l c 2 4 5 6 : z F G I a A n N0 B W X ZQ A | } Z P W X Z ~ QM � � }� �a A n N0 B W X ZQ A | } Z P W X Z ~ QM � � } �
< (7)

where � N� � is the WZ compression noise of the source coder.

Note that
� } � �� } � � a quantifies the distortion loss of the practi-

cal coder from the WZ bound [7]. For example, for scalar quan-
tization at high SNRs � N� � 6 N � �M N � N� [12]. In the next section,
applying Proposition 1, we show that our scheme does not suffer
large performance loss by employing a nested scalar quantizer.

4. SIMULATION RESULTS

In this section we compare the performance of our proposed CF
scheme and the DF design in [8] (with our own implementation)
for the Gaussian half-duplex relay channel (with fixed channel co-
efficients) described in Section 2. The experimental setup, shown
in Fig. 3, is the same as in [8]. It corresponds to the practical trans-
mission setting with frequency 2.4 GHz, path loss coefficient 3,
and free-space reference distance 1 m. The relay is located along a
straight line between the source and destination, which are � 6 a �
m apart. Its distance to the source is � m (with its distance to the
destination being � c � m).

DestinationSource
Relay

� � � � � �
� � �

� � ��

Fig. 3. Experimental setup. The relay is located along a straight
line from the source to destination. The distance between the
source and destination is � 6 10 m.

We target at the transmission rate
2

at 2 bits per channel use
and compute the optimal 8 / 0 < > < : ? for each � (� � � � a � ) while
fixing / 1 at 70 dB. This allows us to plot the required minimum / 0
according to the upper bound in (4), the lower bounds of DF in (5)
and CF in (6), and the limiting performance in (7) of our practical
CF scheme under scalar quantization vs. � in Fig. 4. It is seen
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that DF is more efficient than CF when � � � � � m; whereas CF
theoretically outperforms DF when � 	 � � � m (i.e., when the relay
is close to the destination). We thus set � to 5, 7.5 and 9 m in our
CF simulations. When � � � m, the channel coefficients are set to� �� � � � � � � � � dB, � �� � � � � � dB, and � �� � � � � � � � � dB; when� � � � � m, the coefficients are � �� � � � � � � ! "

dB, � �� � � � � � dB,
and � �� � � � % � � % � dB; and when � � � m, they are � �� � � � � � � � �
dB, � �� � � � � � � � � dB, and � �� � � � % � � � � dB.

In our simulations, we assume that the distribution of source
messages is uniform and that the channels’ statistics are known at
all three nodes. Prior to communication, the pdf’s needed for de-
coding are stored as look-up tables at the destination. Then, we
increase the power levels until the overall message bit error rate is
decreased below � � ( ) . For coding * + and * � , we employ two
different LDPC codes designed using density evolution. For prac-
tical DJSC coding we resort to nested scalar quantization and sys-
tematic IRA codes designed via density evolution. The maximum
codeword length is , � � � � - � � � bits.

Simulation results with CF are marked by stars in Fig. 4.
When � � � m, our practical result is better than the DF limit
and is 0.76 dB away from the CF limit (and 1.8 dB away from the
upper bound of half-duplex relaying). Note that the loss mainly
comes from channel coding since the gap to the CF bound (assum-
ing ideal channel coding) due to scalar quantization is only 0.12
dB in this case. When � � � � � and 5 m, our practical CF de-
sign performs 0.81 dB and 1.54 dB away, respectively, from the
corresponding theoretical CF limit.

0 1 2 3 4 5 6 7 8 9 10
77

77.5

78

78.5

79

79.5

80

80.5

81

81.5

82

Distance d from the source to the relay

P
s (

dB
)

Theoretical DF

Theoretical CF with nested scalar quantizer

Theoretical CF

Upper Bound

Practical DF scheme using (13,15) code

Proposed practical CF scheme

Fig. 4. Theoretical bounds (in terms of . � ) and simulation results
for different � ’s.

Since DF outperforms CF for � � � � � m in theory, we re-
implement the practical DF scheme referred to as “distributed rate
1/4 parallel strong concatenated convolutional coding” in [8] for� � � , 5 and 7.5 m. The scheme exploits a 2 � " - � � 5 6 recursive
systematic convolutional code at both the source and the relay; the
source and relay jointly construct a distributed turbo coder, which
besides spatial diversity gain of DF, achieves extra coding gain due
to the interleaving gain and the turbo processing gain. The results
are marked by triangles in Fig. 4. For � � � and 5 m, our DF
implementation loses 1.3 dB and 1.67 dB, respectively, compared
to the corresponding theoretical DF limit; but these results are still
better than those with practical CF. When � � � � � m, however,
even though DF is theoretically better than CF by 0.69 dB, our
practical CF design outperforms our DF implementation of [8] by
0.17 dB in terms of . � .

5. CONCLUSIONS AND FUTURE WORK
We have proposed the first practical CF-based scheme for the half-
duplex relay channel. By employing strong channel coding at the
source and 1-D nested quantization for DJSC coding, the perfor-
mance of our design comes very close to the CF theoretical limits.
Overall, it is better to use CF for large � (when the relay is close
to the destination), and DF for small � (when the relay is close to
the source). In between, there is a small range of � , for which it is
better to use CF in practice even though DF is superior in theory.
Our work represents a major step towards providing practical cod-
ing designs to pure multiterminal communication problems by the
means of distributed source coding.

Since the loss of our design to the theoretical limits of CF is
already very small, the only way of achieving sizable improve-
ment is to reduce the gap to the upper bound. The main loss of
CF comes from MAC decoding during the relay-transmit period,
where the signals from the source and relay are made independent.
However, we believe that further gains can be obtained by exploit-
ing the knowledge of * + (and thus of the statistics of the relay
signal) in encoding * � . Then, joint decoding similar to that in
[16] instead on MRC can be employed.
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