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ABSTRACT
Robust video coding is creating coded video data which provides
received and decoded video of application-appropriate quality
when transmitted over an imperfect channel. Video contains an
enormous amount of redundancy, both from signal processing
and psychological perspectives, which effective compression
attempts to remove. However, ideal source coding leaves a coded
stream which is extremely vulnerable to errors, and therefore
compression and transmission provisions that avoid catastrophic
failure caused by lost, delayed, or errant data are imperative.
Robustness in video coding is obtained through source coding,
channel coding, and error concealment following decoding. This
paper first discusses issues specific to video in providing robust-
ness and then poses the problem with two extremes of providing
robustness and an example. Common strategies employed in
robust video coding are then briefly described, and the specific
application of these strategies in session papers are presented.
The paper concludes with a discussion of future directions in
robust video coding.

1.  INTRODUCTION
This overview paper considers robust video coding in the context
of transmission: robustness to bit and burst errors, to packet
losses, and/or to variability in channel conditions. Robust video
coding is creating coded video data which provides received and
decoded video of application-appropriate quality when transmit-
ted over an imperfect channel. Typically the channel characteris-
tics are known to some extent during the design and/or execution
of the encoding algorithm. These characteristics can be as gen-
eral as simple knowledge of average channel bit rates and the
fact that the channel is imperfect, or as specific as bit error rates
and packet loss rates for multiple available channels. They may
be assumed constant or time varying, and they may provide feed-
back data about their states. The challenge of robust video cod-
ing is to provide high quality video in a bandwidth- and
computationally efficient manner, in spite of channel imperfec-
tions. (In this paper, robust video coding and robust video trans-
mission will be used interchangeably.) 

Video contains an enormous amount of redundancy, both
from signal processing and psychological perspectives, which
effective compression attempts to remove. An ideal source coder
removes all redundancy, effectively equalizing the importance of
bits in the coded stream. A single bit error in this resulting

stream can then cause catastrophic decoder failure, and therefore
such a stream requires perfect transmission. However, transmis-
sion systems may not be able to provide the necessary quality-
of-service guarantee for such compressed video. Therefore com-
pression and transmission provisions that avoid catastrophic fail-
ure caused by lost, delayed, or errant data are imperative.

Robustness in video coding is obtained through source cod-
ing, channel coding, and error concealment following decoding.
Source coding can be modified from the ideal by increasing the
redundancy in the video representation and by making the
encoded bitstream itself more robust to errors. Channel coding
adds controlled redundancy in exchange for source coding rate.
Error concealment is a post-processing step which mitigates the
effect of errors which were not compensated by the channel cod-
ing. These three approaches need not be implemented indepen-
dently, but rather provide the best performance when
strategically combined. For example, redundancy can be
included in the source coding to optimize the performance of a
particular concealment algorithm; source and channel coding
can be jointly selected to satisfy an overall rate constraint while
minimizing a distortion metric or achieving a throughput mea-
sure.

The latest video coding standards (MPEG-2, MPEG-4,
H.263+, H.264, etc.) have included various features to improve
robustness. Use of resynchronization markers, reversible vari-
able-length codes, and other strategies limit error propagation
and facilitate use of the standards in less-than-perfect transmis-
sion environments. However, they still require channel coding in
most practical applications. Work beyond the standards has
developed robust video coding techniques which are appropriate
for a variety of transmission environments and applications.

Clearly, a complete review with citations of approaches to
robust video coding is not possible in this short paper. Refer-
ences given are intended to be examples only, and do not consti-
tute a complete survey of the literature. The reader is directed to
two excellent reviews considering standards-compatible robust-
ness enhancements [1] and general robust video coding [2], both
of which cover the field to the end of the 1990’s, and to a special
journal issue on error-resilient image and video transmission [3]
This paper first discusses issues specific to video in providing
robustness and then poses the problem with two extremes of pro-
viding robustness and an example. Common strategies employed
in robust video coding are then briefly described, and the specific
application of these strategies in session papers are presented.
The paper concludes with a discussion of future directions in
robust video coding. 
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2.  CONSIDERATIONS FOR IMPROVING 
ROBUSTNESS

Providing robust transmission of video is not best achieved via a
straightforward application of robust image transmission
approaches [4]; video has greater structure than images, it is
inherently time sensitive, and it is perceived differently than
images. Appropriate consideration of these features of video sug-
gests obvious and efficient techniques for improving robustness. 

Video data structure. The extreme temporal redundancy of
video is the greatest difference between still images and video;
the majority of frames have extremely high correlation with those
immediately before and after them. Efficient coding reduces this
redundancy through temporal coding.

Consider a motion-compensated video coder which employs
both spatial and temporal coding. (Note that the standards as well
the newer 2D + t motion compensated wavelet coders fit into this
category.) Data comprising a compressed video sequence possess
extreme inequality of importance both at the frame level and
within a frame. 

As an example, consider an MPEG-like coder. I, P, and B
frames have decreasing importance within a group-of-pictures
(GOP); the B frames require both the P and I frames to be
decoded; the P frame requires the I-frame, and without the I-
frame, the entire GOP cannot be decoded. Within a P or B frame,
loss of motion vectors results in a completely non-decodable
frame, while loss of difference information will result in a possi-
bly distorted but still decodable frame. 

Delay. Video data is time and hence delay sensitive; if infor-
mation is decoded after its display time, it is useless. This implies
limitations on the strength and extent of channel coding tech-
niques, and also allows the decoder to abort frame decoding and
concealment when necessary.

Human perception. The human visual system responds dif-
ferently to errors in video data than in still image data. It is well
known that the average MSE of individual frames comprising
what is perceived as a sequence of acceptable quality can be sub-
stantially below that of an image considered of acceptable qual-
ity. Additionally, the HVS can tolerate one or several frames with
extreme errors without impacting the observer’s overall percep-
tion of the quality of the sequence [5]. 

While structure and delay constraints are commonly used in
robust video coding techniques, exploiting perception is less
common due to the challenges posed by accurately measuring
perceived quality and appropriately adapting to video content. 

3.  TWO EXTREMES FOR ROBUST 
VIDEO CODING, AND AN EXAMPLE 

To appropriately understand the video transmission problem,
consider two extremes of video transmission over unreliable
channels which allow lost or errant data to be recovered from
received data. 

The first extreme is an information theoretic result given by
Shannon’s well known separation theorem: a stochastic process
can be optimally transmitted over a channel if the source coding
and channel coding are performed independently and optimally.
Zero redundancy is placed in the source coding, and maximum
redundancy is placed in the channel coding. Recovery from
transmission errors is possible, providing that restrictions placed
by the channel coding on the errors are not exceeded. Note that
knowledge of the channel is required to select an appropriate
channel code.

As an example, digital satellite television broadcasters
employ this extreme to deliver MPEG-2 coded broadcast and
cable television to their subscribers. While each vendor’s specific
code selections vary, the overall approach is similar. MPEG-2
source encoding is applied to raw digital video. The coded video,
appropriately packetized, is channel coded using both Reed-
Solomon encoding and convolutional coding. The resulting data
streams are transmitted to users over a satellite link. The channel
coding is sufficient to deliver perfectly decoded video when the
receiving antenna has line-of-sight to the satellite. The channel
codes are selected to provide “robust video” except in the case of
extreme precipitation; some satellite television providers increase
their transmit power to areas of heavy rain. Clearly this approach
is sufficient for this system, as approximately 24 million Ameri-
can households paid sometimes well over $30/month for these
services in 2004.

A second extreme exists in which knowledge of the channel
is not required to provide robust video transmission. The
uncoded video is simply transmitted and the redundancy present
in the image is used to compensate for lost data. In this case, raw
data can be corrupted, but uncoded video has sufficient redun-
dancy to allow successful concealment of the errors using the
received data at the decoder. The reconstructed video will not be
pixel-for-pixel equivalent to the original, but it will be visually
equivalent, which is as well as the first extreme performed any-
way because in the first extreme, the data was first source-coded
via lossy compression to achieve visual but not exact equiva-
lence.

The first extreme is far more efficient with respect to the total
channel bandwidth required, so the second is only of hypotheti-
cal interest. But the second extreme suggests the existence of a
continuum between the two. Separate source and channel coding
is surely the simplest, and is also clearly functional. However, it
is not necessarily the most efficient. The next section discusses
common strategies to provide robust video coding.

4.  COMMON STRATEGIES EMPLOYED 
IN ROBUST VIDEO CODING

This section describes common strategies for providing robust
video coding in both source and channel coding as well as joint
source-channel techniques and error concealment. Typically, the
techniques described below are not used independently. Rather,
they are applied in conjunction with each other, as will be seen in
the other papers in the session.

4.1  Forward Error Correction
To combat the effects of both bit and burst errors, channel coding
providing forward error correction (FEC) is commonly applied to
video coded for transmission. The FEC can be applied to all
coded video data equally, yielding equal error protection (EEP),
or unequally based on the importance of the information in gen-
erating a decoded stream, yielding unequal error protection
(UEP). Achieving UEP includes not only specific channel code
selection but also power management in at the physical layer in
wireless transmission applications. 

Knowing the channel characteristics a priori is necessary to
select an appropriate FEC code. Interleaving can be and is often
used to lessen the effect of burst errors, though delay constraints
must be considered. Selection of appropriate FECs depends on
both decoder complexity as well as the delay constraints.
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4.2  Layered Coding & Scalability
Layered coding is a source coding strategy and refers to an
encoding strategy where information of differing importances is
transmitted with differing priorities [6]. Generally, the highest-
priority data is encoded in a self-contained form and transmitted
over the most reliable channel. Many robust video applications
assume or require that the most reliable channel is indeed perfect.
Note that layered coding can be assumed without an explicit
mechanism for providing the desired reliabilities. In practice,
appropriate selection of FEC channel codes suffices.

Layers can be formed by ranking coded data in order of its
importance in decoding. For example, in hybrid video coding,
within a motion-compensated frame, motion vector data is gener-
ally considered to be more important than texture data (i.e., dif-
ference frames). Within an MPEG group-of-pictures, I frames are
more important than P-frames. These examples, however, simply
rank data within a stream. In many applications, it is important
that the lowest layer be independently decodable. This leads to
the concept of scalability.

A scalable video compression algorithm provides an
encoded stream which is decodable at multiple rates. The base
layer provides the lowest rate, and one or more enhancement lay-
ers augment the data to improve the video quality. Providing for
such scalability incurs an overhead in source rate relative to sim-
ply coding the full-resolution video. However, the robustness
provided is argued to outweigh the overhead cost. Scalable cod-
ing provides natural layers which are different than those given
previously in that the base layer is decodable and subsequent lay-
ers improve the general quality of the decoded video. Base layer
data itself, however, can also be layered.

As examples in the standards, MPEG-2 and H.264 provide
for spatial scalability (providing video of differing frame sizes),
temporal scalability (providing video of differing frame rates),
and quality or PSNR scalability (providing video of differing
quality).

4.3  Robust Entropy Coding
Most source coders employ a final entropy coding stage to fur-
ther reduce the data rate. Transmission errors can cause cata-
strophic decoder errors when data has been encoded with a
variable length code (VLC). Even a single bit error left uncor-
rected by the channel code can render the remainder of the bit-
stream useless. One way to ensure that random bit or burst errors
will not catastrophically affect decoding of the VLC through loss
of synchronization is to use fixed-length rather than variable-
length codes, but this is often at the expense of compression effi-
ciency. Perhaps the simplest technique to deal with errors in VLC
streams is to employ resynchronization flags which are assigned
to a source symbol that serves as a positional marker and whose
reception insures the correct placement of subsequently decoded
data. Such flags are called restart markers or synchronizing code-
words. Use at a shorter interval improves robustness but
decreases compression efficiency. 

More sophisticated techniques to provide robustness for
VLC-coded data include both packetization strategies and spe-
cially designed VLCs. A packetization strategy to provide robust-
ness is the error-resilient entropy code (EREC), which is
applicable to block coding strategies in which the input signal is
split into blocks which are coded as variable-length blocks of
data; EREC produces negligible overhead [7]. Reversible vari-
able-length codes are uniquely decodable both forward and back-
ward and are useful both for error location and for maximizing

the amount of decoded data [8]; they also incur negligible over-
head and are included in the MPEG-4 standard. Resynchronizing
variable-length codes allow rapid resynchronization following
bit or burst errors and are formed by designing a resynchronizing
Huffman code and then including a restart marker at the expense
of slight non-optimality of the resulting codes [9]. Error correct-
ing arithmetic codes have also been proposed [10]. These tech-
niques provide negligible redundancy.

4.4  Joint Source-Channel Coding
Optimizing or adjusting the source coding for channel character-
istics is known as joint source-channel coding. This can involve
solely the source coding if no channel coding is used, or a joint
distribution of resources (fractions of the channel bit-rate)
between the source and channel coding. The latter is most com-
monly used and requires accurate models of the effects of chan-
nel errors on the decoded video quality; such models can be
developed theoretically or empirically. 

For example, in [11], bits are distributed among source and
channel coding of subbands in a 3-D subband decomposition
such that the expected distortion is minimized; UEP is also
applied to the subbands. More recently, Wyner–Ziv coding (i.e.,
lossy compression with receiver side information) has been pro-
posed as an approach to joint source-channel coding [12].

4.5   Multiple Description Coding
Multiple description (MD) coding is a relatively new approach to
practical video coding. In its most common instantiation, MD
coding is a dual to layered coding: multiple representations of the
same data (descriptions) are formed such that any single descrip-
tion provides a decodable stream, and reception of more descrip-
tions increases the quality of the decoded stream. (Note,
however, that MD coding does not require that the single descrip-
tions are themselves of equal quality.) The extreme redundancy
in video suggests many techniques for forming single descrip-
tions. A challenge in providing MD coding of video is in syn-
chronization of any prediction loops in the individual
descriptions. A thorough review of this issue and others in MD
video coding is given in [13].

4.6   Error Concealment
In spite of source and channel coding strategies to provide robust
video transmission, errant data will inevitably appear at the
decoder input. Error concealment (obviously along with error
detection) attempts to mitigate the effects by reconstructing lost
or clearly incorrect data. Both signal processing techniques such
as spatial or temporal interpolation and decoding strategies to
select the most likely data from a finite set are employed. The
success of both of these techniques can be facilitated by the stra-
tegic addition of redundancy in the source coding either through
layered coding or through joint source-channel coding. 

5.  APPROACHES IN THE SPECIAL 
SESSION

The papers in the special provide several examples of use of mul-
tiple strategies to create a robust video coder or to analyze robust
coding.
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Chiang et al. propose adding redundancy to the source cod-
ing by using oversampled filter banks, and then exploiting this
redundancy in error correction. A joint source-channel approach
is employed to encode the filter bank outputs, which requires
knowledge of the channel BER. Layered coding is a part of their
solution, as headers and motion vectors are assumed to be per-
fectly received via use of strong channel codes. Additional
robustness to bit errors is provided by avoiding entropy codes. 

Heng et al. also add redundancy to the source coding by pro-
viding an adaptive multiple description technique for lossy
packet networks in the context of an H.264-like coder. Mode
selection on a macroblock basis is performed in a rate-distortion
optimized manner in which the encoder estimates the distortion
induced by both source coding and transmission errors. The opti-
mization requires an expected burst length for packet losses, and
strategic packetization is employed to minimize the effects of
packet losses.

Petrisor et al. explore a specific approach to adding redun-
dancy at the source coding level, by investigating techniques for
oversampling spatio-temporal wavelet decompositions.

Scaglione and van der Schaar assume a layered coding strat-
egy and develop a framework to minimize the total distortion for
all users subject to a capacity constraint. The analysis assumes
known fading parameters and that strong channel coding elimi-
nates all bit errors within a packet.

Lastly, Flierl and Vandergheynst investigate not robust cod-
ing but coding of video signals in the presence of correlated side
information, as might be obtained from cameras providing two
views of the same scene.

These examples demonstrate how multiple strategies can be
simultaneously employed to provide robust video coding in spe-
cific transmission environments.

6. FUTURE DIRECTIONS
Robustness for transmission has been discussed in this paper and
session, and is by far the most commonly addressed form of
robustness in the video coding literature today. However, video
coding to provide robustness to other variations should also be
explored. For example, robustness in the context of source con-
tent can address efficient and appropriate coding of unexpected,
highly non-stationary data in the video stream. Robustness in the
context of the user should consider end-user-specific characteris-
tics such as viewing conditions, decoder configurations, and
desired quality. Many realistic video transmission systems must
deal with these issues, and a methodical and intelligent approach
may push further developments in general video coding.

While robust video coding has been an active research topic
for many years and remains one, it is worthwhile to consider that
commercial “robust video coding” is performed regularly today
in many forms. Digital satellite television broadcasters provide
MPEG-2 to their subscribers without error most of the time, and
the without-error signal is of excellent quality. However, sub-
scribers to satellite television services are familiar with decoded
video quality degradations during severe weather. Users of
streaming video over high-traffic internet connections see the
frame-dropping effects of delays and congestion. Both of these
applications have been designed with channel degradations in
mind, but when the transmission channel delays and/or errors
exceed the design points, difficulties in decoding the received
video signals still ensue. However, the designers and users of
these systems accept the occasional decoder error or system fail-
ure. These applications provide examples of application-appro-

priate quality, in which quality is defined in terms of probability
of outage, rather than average PSNR. Such a quality definition is
in sharp contrast to the quality measures employed in most litera-
ture, typically measuring average PSNR or PSNR vs. time. A
reconsideration of the community’s perspective on appropriate
quality measures may be beneficial.

To conclude, robust video coding has provided a tantalizing
research problem for over a decade, and in spite of its age as a
problem, innovative techniques continue to be developed. With
the continuing consumer demand for complete multimedia con-
nectivity, the need for efficient, robust video coding will continue
to drive new research.
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