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ABSTRACT

A flexible SoC architecture and its hardware implementa-
tion targeting advanced MPEG-4 video coding and region-
of-interest detection (ROI) is presented. The multi-core ar-
chitecture integrates three fully programmable processors
cores and various interfaces onto a single chip, all tied to
a 64-Bit AMBA AHB bus. The processor cores are individ-
ually optimized to different computational characteristics,
complementing each other to deliver high performance lev-
els with high flexibility at reduced system cost. The SoC is
fabricated in a 0.18 µm 6LM standard-cell technology, oc-
cupies about 82 mm2, and operates at 145 MHz. A surveil-
lance application example includes a MPEG-4 Simple Pro-
file encoder with preceding ROI detection for superior com-
pression results in full TV resolution.

1. INTRODUCTION

The tremendous progress in VLSI technology allows the
integration of an ever-increasing number of transistors on
a single chip. Likewise, continuous improvements in al-
gorithm research lead to increasingly sophisticated multi-
media signal processing applications, demanding a steadily
rising amount of processing power. Due to the high inno-
vation rate in this field, the development and standardisa-
tion process of these applications is characterized by rapid
changes in the algorithms and tools used. A good exam-
ple is the MPEG-4 video coding standard [1] of the Mov-
ing Picture Experts Group (MPEG), which has been intro-
duced in 1999 with the Simple Profile, followed by—among
others—the Advanced Simple Profile (ASP) in 2001, and its
successor, MPEG-4 part 10 [2] or Advanced Video Coding
(AVC), in 2003. In addition to these progresses in stan-
dardization, specialized schemes come into view to further
improve compression efficiency for certain application do-
mains, e.g., ROI detection for surveillance and closed-circuit
television (CCTV).

While the technological progress generally offers the
potential to keep pace with the growing processing demands,

the suitability of an implementation for advanced multime-
dia processing is determined by the architectural concept
employed, i.e., how the transistors are actually spent on the
chip. In the era of system-on-chip (SoC), multiple process-
ing units can be integrated together with an extensive choice
of interface modules on a single chip. In order to meet
the demands of multimedia signal processing applications,
however, an SoC must provide, in addition to a high level of
arithmetic processing power, a sufficient degree of flexibil-
ity, integrate a powerful on-chip communication structure,
and employ a well-balanced memory system to account for
the growing amount of data to be handled when targeting
higher-quality applications, e.g., in the area of video.

Existing approaches are either narrowly focused on a
specific set of algorithm options, such as dedicated chips
for the MPEG-4 Simple Profile [3], or consist of a very gen-
eral DSP processing core [4] without specialization towards
particular properties of the targeted algorithm class, poten-
tially lacking processing performance for schemes with spe-
cial processing demands. An extension of a programmable
core with dedicated modules, as, e.g., in the Trimedia [5],
does not help when the functions that have been hard-wired
change in a new version of a multimedia standard or in cases
when non-standard functionality is demanded.

The HiBRID-SoC multi-core architecture, developed at
the University of Hannover, combines high processing power
for advanced MPEG-4 coding with high flexibility due to
full software programmability. With three programmable
cores specifically adapted to different classes of multime-
dia processing types on a single chip, various on-chip mem-
ory modules, and a 64-Bit AMBA AHB system bus, the
HiBRID-SoC provides a versatile solution for stationary or
mobile multimedia applications such as MPEG-4 video up
to full TV resolution or MPEG-4-based surveillance appli-
cations. The SoC implementation has already been pre-
sented in [6]. This paper adds implementation results for
advanced image and video compression applications, utiliz-
ing the architectural features of the HiBRID-SoC.

In the following section, the architecture of the program-
mable multi-core SoC is briefly reviewed, including an over-
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view of the three programmable cores and the hardware
implementation results. Performance results for advanced
MPEG-4 coding schemes with ROI detection are presented
in Section 3, and Section 4 concludes the paper.

2. HIBRID-SOC ARCHITECTURE AND
IMPLEMENTATION

With the rapid development cycles in today’s multimedia
algorithm research, programmability is a key requirement
for a versatile platform designed to follow new generations
of applications and standards. With programmable cores,
several different algorithms can be executed on the same
hardware, and the functionality of a specific system can be
easily upgraded by a change in software.

In general, different approaches exist to accelerate exe-
cution on programmable processors. In most cases, some
kind of parallelization technique is employed on instruc-
tion level (e.g., very long instruction word, VLIW), data
level (e.g., single instruction multiple data, SIMD), or on
task level (e.g., simultaneous multithreading). Another very
powerful means to accelerate multimedia processing is to
adapt programmable processors to specific algorithms by
introducing specialized instructions for frequently occurring
operations of higher complexity [7].

The HiBRID-SoC multi-core architecture comprises three
programmable cores: The HiPAR-DSP core, the Macroblock
Processor (MP) core, and the Stream Processor (SP) core, as
shown in Fig. 1. All three cores have been specifically opti-
mized towards a particular class of algorithms by employing
different architectural strategies.

The HiPAR-DSP, previously developed at the Univer-
sity of Hannover [8], is a 16-data-path SIMD processor core
controlled by a four-issue VLIW and is particularly opti-
mized towards high-throughput two-dimensional DSP-style
processing, such as FFT-intensive applications or filtering.
The core consists of 16 identical 16-Bit data paths and a
global control unit. Each data path has its own local cache
memory for autonomous random access of local data.

A shared on-chip memory, called Matrix Memory, al-
lows concurrent accesses of all data paths in matrix-shaped
access patterns. This memory concept provides an easy
data exchange between the data paths, which is required
for many filter and image processing algorithms. An au-
tonomously operating DMA unit serves all cache misses
and performs data prefetch transfers to the matrix memory.

The MP core has been designed specifically for the effi-
cient processing of data blocks or macroblocks that are typ-
ical for many video coding schemes. It has a heterogeneous
data path structure consisting of a 32-Bit scalar and a 64-Bit
vector unit controlled by a dual-issue VLIW, and contains
instruction set extensions for typical video processing com-
putation steps. The 64-Bit-wide arithmetic execution units
in the vector path, e.g., MUL/MAC or ALU, incorporate

SIMD-style subword parallelism by processing either two
32-Bit, four 16-Bit, or eight 8-Bit data entities in parallel
within a 64-Bit register operand. Conditional execution on
subword level is supported.

Instructions and data are supplied to the MP via local
memories, which are accessible within a single clock cycle.
Transfers between external memory and local memories are
performed in the background through programmedDMA as
the program execution continues.

The SP core, finally, consists of a scalar 32-Bit RISC ar-
chitecture that is more optimized towards control-dominated
tasks such as bitstream processing or global system control
with a particular focus on high-level language programma-
bility.
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Fig. 1. HiBRID-SoC multi-core architecture.

A 64-bit AMBA AHB system bus [9] connects all cores
to off-chip SDRAM memory via a 64-Bit SDRAM inter-
face, to two versatile 32-Bit host interfaces for access, e.g.,
to a host PC via PCI, and to serial flash memory for stand-
alone applications. While the system bus operates at full in-
ternal clock frequency, the SDRAM and host interfaces sup-
port a programmable internal-to-external clock ratio in or-
der to facilitate adaptation to various system environments.
The direct exchange of data and control information be-
tween the programmable cores without placing a burden on
the system bus is supported by three dual-port shared mem-
ories.

The HiBRID-SoC has been implemented in a 0.18 µm
6LM standard-cell CMOS technology and integrates about
14 million transistors on chip [6]. Figure 2 shows the chip
photo. In total, the HiBRID-SoC occupies about 82 mm2,
with more than half of the area consumed by the HiPAR-
DSP and its memories. MP and SP core including mem-
ories account together for about 30 % of the area, and the
rest is occupied by the dual-port memories and interfaces.
The chip operates at a frequency of 145 MHz with a power
consumption of 3.5 W.

V - 666

➡ ➡



HiPARHiPAR
DSPDSP

MacroblockMacroblock
ProcessorProcessor

S
tr

ea
m

S
tr

ea
m

P
ro

ce
ss

o
r

P
ro

ce
ss

o
r

H
o

st
I/F

s
H

o
st

I/F
s

S
D

R
A

M
I/F

S
D

R
A

M
I/F

D
P

R
A

M
s

D
P

R
A

M
s

Matrix MemoryMatrix Memory

M
at

ri
x

M
em

o
ry

M
at

ri
x

M
em

o
ry

D
at

a
C

ac
h

es
D

at
a

C
ac

h
es

InstrInstr
CacheCache

InstrInstr
MemMemDataData

MemMem

DP0DP0

DP1DP1 DP2DP2 DP3DP3 DP4DP4 DP5DP5 DP6DP6

DP7DP7

DP8DP8

DP9DP9

DPDP
1010

DPDP
1111

DPDP
1212

DPDP
1313

DP14DP14

DP15DP15

InstrInstr
CacheCache

DataData
CacheCache

HiPARHiPAR
DSPDSP

MacroblockMacroblock
ProcessorProcessor

S
tr

ea
m

S
tr

ea
m

P
ro

ce
ss

o
r

P
ro

ce
ss

o
r

H
o

st
I/F

s
H

o
st

I/F
s

S
D

R
A

M
I/F

S
D

R
A

M
I/F

D
P

R
A

M
s

D
P

R
A

M
s

Matrix MemoryMatrix Memory

M
at

ri
x

M
em

o
ry

M
at

ri
x

M
em

o
ry

D
at

a
C

ac
h

es
D

at
a

C
ac

h
es

InstrInstr
CacheCache

InstrInstr
MemMemDataData

MemMem

DP0DP0

DP1DP1 DP2DP2 DP3DP3 DP4DP4 DP5DP5 DP6DP6

DP7DP7

DP8DP8

DP9DP9

DPDP
1010

DPDP
1111

DPDP
1212

DPDP
1313

DP14DP14

DP15DP15

InstrInstr
CacheCache

DataData
CacheCache

Fig. 2. Chip photo of the HiBRID-SoC.

3. REGION-BASED MPEG-4 ENCODING ON THE
HIBRID-SOC

The fully programmable architecture of the HiBRID-SoC
facilitates the efficient implementation of a non-standard
region-based video encoder. Fig. 3 shows the basic idea
of the algorithm. Intended for a surveillance system using
a static camera and a very low bitrate transmission chan-
nel, the current image is analyzed and regions of interest
(ROIs) are determined. These regions are used to control
a standard MPEG-4 encoder such that ROIs are coded with
a higher resolution than regions that are considered back-
ground. The available bandwidth is, therefore, allocated
mostly to the ROIs.

Transmission

Background: Low resolution

ROI: High resolution

ROI detection

MPEG-4

encoding

Coding control

Fig. 3. Region based MPEG-4 encoding.

The tasks of this application are partitioned onto the
cores according to their computational characteristics. The
HiPAR-DSP core performs the complete ROI detection step,
whereas the MPEG-4 encoder is mapped onto the combina-
tion of MP and SP.

3.1. ROI Detection

For the ROI detection step, the HiPAR-DSP first detects
object pixel candidates by performing a threshold opera-
tion against the static background image. The threshold

operation takes into account luminance and chrominance
information of each pixel. The result of this processing
step is a binary image with object pixel candidates. In or-
der to delete false object pixels due to camera noise, the
morphological erosion operator is applied to the binary im-
age. Subsequently, the dilation operator is used to fill gaps
in object pixels segments. In the current implementation,
both operators use 3×3 neighborhoods. After application of
the dilation operator, the binary object pixel image is parti-
tioned into 16×16 blocks, and for each block it is deter-
mined whether it contains an object pixel or not. This infor-
mation is passed on to the MP core via the dual-portedmem-
ory between MP and HiPAR-DSP. In addition, the memory
address of the currently processed input image is transmit-
ted.

The HiPAR-DSP core with its special memory archi-
tecture is highly suited for 2D-image processing applica-
tions. The implementation results for the subtasks mapped
on the HiPAR-DSP are shown in Table 1. In this implemen-
tation, the basic processing unit is a block of 64×64 pixels.
This size allows an efficient double-buffering in the HiPAR-
DSP’s internal memories and, therefore, to completely hide
data transfer latencies. At 145 MHz clock frequency and
a resolution of 720×576@25Hz, the HiPAR-DSP core is
utilized only by 23%. More complex object pixel detec-
tion algorithms are, therefore, possible while still achieving
real-time processing.

Table 1. Region-based MPEG-4 encoder performance on
HiPAR-DSP and MP, 720×576@25Hz (worst-case num-
bers)

HiPAR-DSP
ROI detection subtask Cycles/64×64 MHz %
Object pixel detection 5510 14.87 44.3
Erosion (3×3) 3640 9.82 29.2
Dilation (3×3) 3300 8.91 26.5
Total HiPAR-DSP 33.60 100.0

MP
Encoder subtask Cycles/8×8 MHz %
Motion Estimation 99 32.08 22.4
Motion Compensation 110 26.00 18.1
DCT 138 33.53 23.4
(Inverse-) Quantization 128 31.10 21.7
Full IDCT 190 11.60 8.1
IDCT DC only 21 0.60 0.4
IDCT skipped 8 1.50 1.0
Reconstruction 29 7.05 4.9
Total MP 143.46 100.0
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3.2. MPEG-4 Encoding

An MPEG-4 encoder covering all tools from the Simple
Profile has been implemented on the MP and SP combina-
tion with support for full TV resolution. The quantization
control at macroblock level as well as the motion estima-
tion has been adapted to the ROI detection performed on
the HiPAR-DSP core.

For predicted video object planes (VOPs), an efficient
block matching motion estimation algorithm has to be em-
ployed. For each motion vector candidate describing the
displacement between the current macroblock and its cor-
responding reference block, a sum of absolute pixel differ-
ences (SAD) has to be calculated. Approaches like diamond
or even full search require many candidates to find the best
match motion vector leading to the minimum SAD.

To achieve real-time performance, an extended version
of the 3D recursive search block matching algorithm (3DRS)
has been implemented [10]. This algorithm reduces the
number of motion vector candidates to five while the re-
sulting minimum SAD is comparable to other approaches.
The ROI information provided by the HiPAR-DSP core is
used to restrict the search areas to detected objects. The
background area is not searched for motion, which keeps
the computational complexity low.

The advanced 3DRS algorithm is divided into two tasks
and mapped onto SP and MP causing a well balanced load
on the two cores. The SP derives all five motion vector
candidates from previous results and purges identical can-
didates to further reduce the complexity. To keep the DMA
data transfer for the reference block pixel data low, all mo-
tion vector candidates pointing to overlapping segments are
combined to a computational set, and only one DMA trans-
fer is initiated for each set of motion vector candidates. The
motion vectors are passed to the MP using a double buffer in
the dual-ported memory. Therefore, MP and SP can operate
in parallel on different macroblocks with minimal synchro-
nization overhead. While the SP generates the bitstream for
the previous macroblock and derives vector candidates for
the next, the MP performs SAD calculation for each candi-
date of the current macroblock. The best match is written
back to the SP.

The residual pixel differences for predicted VOPs or the
input image pixel blocks for intra coded VOPs are trans-
formed using the discrete cosine transform (DCT). The DCT
is efficiently implemented on the MP with its four 16-Bit
MACs operating in parallel. After DCT, the quantization
step significantly affects the target bitrate. The quantiza-
tion parameter is chosen according to the position of the
current macroblock and the ROI information provided by
the HiPAR-DSP core. In most cases, the background mac-
roblocks not belonging to the ROI can be coded as skipped
macroblock, which further reduces the bitrate.

The MP transfers the quantized DCT coefficients macro-

block-wise to the dual-ported on-chip memory and signals
their availability to the SP for further processing. The SP
performs all bitstream related tasks like motion vector cod-
ing, DC/AC prediction and variable-length coding (VLC).
The extensive parallel processing capabilities of the MP core
would be wasted here.

The final MPEG-4 encoded bitstream is transferred via
the host interface to a host system, where it can be written to
harddisk or transmitted over any network. For the intended
surveillance application, the ROI based MPEG-4 encoding
scheme provides an average bitrate of 150 to 300 kBit/s for
a full TV image. The resulting bitstream is still MPEG-4
compliant, therefore any standard MPEG-4 decoder is able
to decode the recorded or transmitted bitstream data.

4. CONCLUSIONS

The HiBRID-SoC provides a powerful and versatile system-
on-chip solution for advanced MPEG-4 coding with preced-
ing ROI detection for very high compression rates. With
its three programmable cores adapted to different classes
of algorithms, different standard and non-standard applica-
tions can efficiently be mapped onto this architecture. The
full software programmability of all three cores facilitates
to keep pace with the rapid algorithm developments in this
field.
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