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ABSTRACT

This paper presents a fast new algorithm for estimating the rel-
ative time delay between a microphone pair in noisy reverberant
conditions. The algorithm is derived from a novel approach to
this problem, which we formulate in the framework of probabilis-
tic graphical models. In this approach, we construct a probabilis-
tic model of the microphone signals, using models of speech and
noise as building blocks. The reverberation filter coefficients and
the relative time delay appear as model parameters, and are esti-
mated by our algorithm from data. The resulting delay estimate
is Bayes optimal and takes into account noise and reverberation in
a principled manner. We demonstrate very good performance on
data from real and simulated room environments.

1. INTRODUCTION

Time delay estimation for speaker localization is an important prob-
lem in a number of domains. In video conferencing, the location of
the current speaker is required for the camera to turn toward them
and stabilize them at the center of the frame. In speech enhance-
ment using a steerable microphone array, the speaker location is
required to steer the array in the precise angle for optimal noise
cancellation. Given the relative time delay of arrival of the speaker
signal between a pair of microphones, the speaker location can be
inferred using a simple geometric method.

However, whereas in ideal conditions the relative delay may
be estimated from the peak in the cross-correlation function be-
tween the microphone signals, in realistic conditions the estimate
obtained by this method becomes very inaccurate. The reason is
that several factors contribute to distorting the temporal correlation
structure of the microphone signals. First, sound sources other
than the speaker interfere with the speaker signal; such sources
have their own temporal structure that differs from that speaker’s.
Second, as the speaker signal propagates toward the microphones,
reverberation effects caused by echoes, multipath propagation, and
medium response modify the temporal correlations of the signal.
Third, the temporal correlation of the signal itself changes in time
due to the non-stationary nature of speech. These factors combine
to modify the cross-correlation between the microphone signals,
and make it difficult to estimate the time delay from it.

Several methods have been proposed to improve the perfor-
mance of the cross-correlation based estimator. Most of them at-
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tempt to reduce the effects of noise and reverberation using the
generalized cross-correlation (GCC) function, which is the cross-
correlation function between filtered versions of the signals [1].
The different proposals focus on optimal ways to choose the filters
[2][3][4]. We briefly review the two most popular methods, which
we use as benchmarks, in Section 4.1.

Here we take a completely new approach to the problem of ro-
bust time delay estimation. We use the framework of probabilistic
graphical models, which has been developed over the last decade
or so in the field of machine learning [5], and is starting to have
an impact on speech and signal processing (see, e.g., [6],[7],[8]).
In this framework, one builds a model of the probability distribu-
tion of the observed data variables. It is also termed a generative
model, because it describes the data in terms of the mechanism
that generated them. In our case, we model the joint distribution
of the observed microphone signals in terms of the unobserved
signal originating from the speaker, distorted by unknown linear
filtering due to reverberation as it propagated, contaminated by ad-
ditive noise, and reaches the microphone with an unknown relative
time delay.

We use a detailed probabilistic model of speech signals, which
we train offline on a large dataset of clean speech, as one compo-
nent of our model. We also use a probabilistic model of the noise.
The reverberation filter coefficients and relative time delay appear
as parameters in our model. These parameters are estimated by
maximum likelihood using an iterative expectation maximization
(EM) algorithm. The idea is that, since the model describes ex-
plicitly the different sources of variability in the microphone data,
the resulting time delay estimate would be robust to those sources,
including noise and reverberation. Moreover, whereas the model
may be somewhat involved, the required computations done by
the estimation algorithm are completely straightforward and per-
formed fast an efficiently using FFT.

This paper is organized as follows. Section 2 describes the
probabilistic model. Section 3 presents the EM algorithm for re-
verberation and time delay estimation, and outline its derivation.
Section 4 describe results of the algorithm on simulated and real
data. Section 5 concludes with discussion of interesting exten-
sions.

2. PROBABILISTIC GRAPHICAL MODEL

In this section we construct a probabilistic model for speaker local-
ization. The model describes the joint distribution of the observed
microphone signals. We start from the mathematical relationship
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between those signals, the unobserved speaker signal, the envi-
ronmental noise and reverberation, and the relative time delay of
arrival. We then construct probabilistic models for the speaker and
noise signals, and use them as building blocks for the final model.

The model has three sets of parameters: speech model param-
eters, noise model parameters, and reverberation+delay parame-
ters. As described in the section on parameter estimation below,
the algorithm in this paper estimates only the last set of parame-
ters from the microphone data. The noise and speech parameters
are estimated separately.

The signals involved in the localization problems may be ar-
bitrarily long time series. To facilitate modelling, we divide them
into successive N -point frames. Our model describes the micro-
phone signal distribution within a frame, which is typically 25 −
30msec long, and assumes that different frames are statistically in-
dependent. Parameter estimation involves averaging over all frames.

Notation. We use N (z | µ, γ) =√
γ/2π exp[−(γ/2)(z − µ)2] to denote a Gaussian distribution

over a random variable z with mean µ and precision γ (preci-
sion=1/variance). For a time domain signal xn, n = 0 : N −1, we
denote its DFT by Xk =

∑
n exp(−iωkn)xn. With a couple of

exceptions (µsk and γsk below), a DFT is denoted by capitalizing
the letter of its time domain counterpart.

2.1. Microphone Signal Model

Let y1n, y2n be the signals captured by microphones 1, 2 at time
n = 0 : N − 1, and let xn be the speaker signal at that time. They
are related by linear filtering and additive noise,

y1n = h1n � xn + u1n

y2n = h2,n−τ � xn−τ + u2n (1)

where him, m = 0 : L is the impulse response of filter acting on
the speaker signal on its way to microphone i, and uin is the noise
contaminating the filtered signal at microphone i. τ is the relative
time delay of arrival.

Since noise in realistic environments is temporally correlated,
to obtain a robust τ estimator it is important to use a noise model
that describes such correlations. Here we choose to use an autore-
gressive model of order q,

b1n � u1n = v1n , b2n � u2n = v2n (2)

where bin, n = 0 : q are the parameters of the AR(q) model
for noise i, and vin is an i.i.d. Gaussian signal with precision
λi. We are using the notation in which bi0 = 1 and Eq. (2) is
uin =

∑q
m=1(−bim)uin−m + vin. We assume that the noise

is stationary, i.e., the parameters (bim, λi) do not change between
frames. We also assume that the noise signals at the different mi-
crophones are uncorrelated; this assumption is made for mathe-
matical simplicity and can be easily removed without affecting the
tractability of the model.

We can now write the probability distribution of the micro-
phone signals conditioned on the speaker signal, at each frame,

p(y1 | x) =
∏
n

N (b1n � y1n | b1n � h1n � xn, λ1) (3)

p(y2 | x) =
∏
n

N (b2n � y2n | b2,n−τ � h2,n−τ � xn−τ , λ2) .

To derive Eqs. (3), start with
p(ui) =

∏
n N (uin |∑q

m=1(−bim)ui,n−m, λi)

=
∏

n N (bin � uin | 0, λi), which follows from (2); then substi-
tute u1n = y1n − h1n � xn and u2n = y2n − h2,n−τ � xn−τ (Eq.
(1)).

Noise model training. The noise parameters (bin, λi) are es-
timated directly from pure noise segments obtained from silent (no
speech) parts of the microphone data, prior to applying the estima-
tion algorithm below.

2.2. Speech Signal Model

Speech signals have several important features. They are tempo-
rally correlated, non-Gaussian, and non-stationary. Here we use a
model that captures all those features. It is a mixture model with
S component distributions. Each component s = 1 : S is an
autoregressive model of order r,

asn � xn = vn (4)

where asn, n = 0 : r are the parameters of the AR(r) model
for component s, and vn is an i.i.d. Gaussian signal with pre-
cision νs. As above, in our notation as0 = 1 and Eq. (4) is
xn =

∑r
m=1(−asm)xn−m + vn. This model divides the frames

of the speech signal into clusters, where different clusters have dif-
ferent temporal correlations. A signal consisting of a sequence of
frames would typically jump among the clusters due to its non-
stationarity. The clustering is soft because of the probabilistic na-
ture of the model.

The probability distribution of the speech signal at each frame
is given by

p(x | s) =
∏
n

N (asn � xn | 0, νs) , p(s) = πs (5)

where πs ≥ 0 are the mixing fractions which sum up to unity,∑
s πs = 1. Hence, our speech model is a mixture of AR Gaus-

sians, p(x) =
∑

s p(x | s)p(s).
Speech model training. The parameters (asn, νs, πs) are es-

timated offline from a large, speaker independent dataset of clean
speech signals, prior to applying the estimation algorithm below.
For the experiments described in this paper, the dataset included
1000 sentences from the Wall Street Journal, read by 100 male
and female native English speakers. The training algorithm used
standard EM (omitted) using S = 256 clusters, initialized by vec-
tor quantization. For more details on training and using similar
speech models as building blocks in graphical models of micro-
phone signals, see [6],[7].

2.3. Full Model

We now have the full joint probability distribution that defines our
model. It is given by the factored form

p(y, x, s) = p(y1 | x)p(y2 | x)p(x | s)p(s) (6)

which is the product of the above distributions. The model is
parametrized by the filter, delay, noise, and speech parameters
(hin, τ, bin, λi, asn, νs, πs).

Such a model is also termed a probabilistic generative model,
since it has a generative interpretation. In our case, the model
describes the following mechanism for generating the observed
data. At each frame, component s is selected with probability p(s).
Next, speech signal x is sampled from the conditional distribution
p(x | s). Finally, microphone signals y1,2 are sampled from the
conditional distributions p(y1,2 | x).
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3. PARAMETER ESTIMATION ALGORITHM

This section presents the algorithm that estimates the reverberation
parameters hin and time delay τ . As usual with graphical models,
it is an EM algorithm, i.e. an iterative maximum likelihood pro-
cedure. Each iteration consists of an E-step and an M-step, where
the M-step updates the parameter estimates, and the E-step updates
the sufficient statistics used in the M-step.

3.1. Reverberation Parameters

The filter coefficients hin are updated by solving the linear equa-
tion

L∑
n=0

c1,m−nh1n = r1m , m = 0 : L

L∑
n=0

c2,m−nh2n =
∑

τ

qτr2,m+τ (7)

which can be done efficiently by Levinson recursion. The suffi-
cient statistics involved are defined by

rim = E
∑

n

(bin � xn)(bi,n+m � yi,n+m)

cim = E
∑

n

(bin � xn)(bi,n+m � xn+m) (8)

where E here denotes averaging over the speaker signal x at each
frame w.r.t. its posterior distribution p(x | y), as well as over
frames. rim, cim are computed below. qτ is the posterior distri-
bution over the delay τ . To derive (7), consider the averaged log
distribution of our model E log p(y, x, s), compute its derivative
w.r.t. him, and set it to zero.

3.2. Time Delay

We consider the posterior distribution p(τ | y) over the time delay

qτ = p(τ | y) =
1

z
exp(λ2f2τ ) (9)

where z =
∑

τ exp(λ2f2τ ) is the normalization constant. The
time delay estimate is

τ = arg max
τ ′ qτ ′ (10)

The sufficient statistics involved are defined by

fim =
∑

n

(bin � hin � xn)(bi,n+m � yi,n+m) (11)

and computed below. To derive the posterior, apply Bayes’ rule
p(τ | y) = p(y | τ)p(τ)/p(y), from which, assuming a flat prior
p(τ) = const., it follows that log p(τ | y) = E log p(y2 | x, τ),
where E averages over x and frames as in (8).

3.3. Sufficient Statistics

To compute the sufficient statistics rim, cim, fim, we consider their
DFT Rik, Cik, Fik, where Rik =

∑
m exp(−iωkm)rim etc. From

(8,11),

Rik = | Bik |2 YikEX�
k

Cik = | Bik |2 E | Xik |2
Fik = | Bik |2 H�

ikYikEX�
k . (12)

The averages of Xk and | Xk |2 are given by

EXk =
∑

s

π̄sµsk ,

E | Xk |2 =
∑

s

π̄s | µsk |2 +
N

γsk
(13)

where the quantities π̄s, µsk, γsk are

γsk = λ1 | B1kH1k |2 +λ2 | B2kH2k |2 +νs | Ask |2

µsk =
1

γsk
λ1 | B1k |2 H�

1kY1k + λ2 | B2k |2 H�
2kQ�

kY2k

π̄s =
1

z
πs exp

[∑
k

γsk

2
| µsk |2 −1

2
log γsk

]
. (14)

Here z is a normalization constant set to ensure
∑

s π̄s = 1, and
Qk is the DFT of qτ (9). Hence, to compute the sufficient statistics,
we substitute (13,14) into (12) and apply inverse DFT.

To prove Eqs. (13,14), consider the posterior distribution p(x, s |
y) over the speaker signal x and state s at each frame. From Bayes’
rule p(x, s | y) = p(y, x, s)/p(y). For a given s, the conditional
p(x | s, y) is therefore Gaussian, with mean µsn (whose DFT is
µsk) and Toeplitz precision matrix Γs,nm = (1/N)

∑
k exp(iωk(n−

m))γsk. Some rearrangement using log p(x, s | y) = log p(x |
s, y) + log p(s | y) yields the expression for p(s | y) = π̄s.

4. EXPERIMENTS

We evaluated the performance of our algorithm using simulated
and real data. Simulated data were obtained by simulating impulse
responses of a rectangular room using the image model technique
[9]. Room reverberation times ranged from 0ms to 100ms. To gen-
erate microphone signals, a real speech signal sampled at 16kHz
was convolved with the room impulse responses. White Gaussian
noise signals were then added to it at SNR between −5dB to 25dB.
We then applied a 200ms long Hamming window at 50ms jumps
to obtain 320 segments of microphone signals. The estimation al-
gorithm was applied to each segment separately.

Real data were recorded in an office with noise emanating
from the fans of two PCs and from AC. The speech signal was
played from a speaker located approximately 3m from the micro-
phones at different angles of arrival. The actual time delay was
measured separately using long segments of white noise.

4.1. Benchmarks

We compared our algorithm to two widely used techniques based
in the generalized cross-correlation (GCC) function. The GCC
between y1n, y2n is given by

Cτ =
∑

k

eiωkτWkX1kX�
2k (15)

where Wk is a weight function. The time delay estimate is τ which
maximizes Cτ . In [2], an approximate maximum likelihood (ML)
based weight function

W ML
k =

|X1k||X2k|
|U1k|2|X2k|2 + |U2k|2|X1k|2 , (16)

where |U1k| and |U2k| are the noise power spectra at the two mi-
crophones, which are estimated during non-speech intervals like
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(a) Reverberation time 30ms
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(b) Reverberation time 100ms

Fig. 1. Performance on simulated data

bias variance RMSE
GCC-ML 1.91 × 10−2 1.88 × 10−2 1.38 × 10−1

GCC-PHAT 4.77 × 10−2 6.48 × 10−2 2.58 × 10−1

New 1.72 × 10−1 1.43 × 10−1 4.14 × 10−1

Table 1. Performance on real data. Direction of arrival is 0◦ and
mean SNR is 9.5dB

in our algorithm. The ML weight function has been shown to per-
form well when the room reverberation time scale is short, but de-
grades as it increases. It has been proposed that to reduce the effect
of room reverberation, one should deemphasize the frequency de-
pendence of the GCC. One way to do that uses the phase transform
(PHAT) weight function

W PHAT
k =

1

|X1kX�
2k|

. (17)

The PHAT method has been shown to perform well at low noise
levels.

4.2. Results

We present performance results in terms of bias, variance, and
root-mean-square error (RMSE), which are defined by

bias = |τ − E[τ̂ ]| , variance = Var[τ̂ ]

RMSE =
√

bias2 + variance (18)

where τ is actual time-delay, and τ̂ is estimated time-delay.
Fig. 1 shows the performance of the different methods in simu-

lated room environments with different reverberation time scales,
as a function of SNR. At 30ms reverberation time our algorithm
outperforms both GCC-ML and GCC-PHAT at all SNRs. At 100ms,
our algorithm outperforms both GCC methods at SNR below 10dB,
and is dominated by GCC-PHAT at higher SNRs.

Tables 1,2 show performance on real data at different direc-
tions of arrival and SNR. Here the results are less conclusive, where
our algorithms sometimes outperformed the other methods and
sometime underperforms them. Similar results have been obtained
in other conditions. We are currently performing extensive experi-
ments in order to get a clear picture of the strengths of the different
methods and the differences between them. The results of those
experiments will summarized in the final version of the paper.

5. EXTENSIONS

One important extension of our algorithm is to facilitate estimating
long reverberation filters. Currently, the estimated filters must be

bias variance RMSE
GCC-ML 8.25 × 10−2 7.60 × 10−2 2.87 × 10−1

GCC-PHAT 1.30 × 10−1 1.14 × 10−1 3.61 × 10−1

New 3.17 × 10−2 5.63 × 10−2 2.39 × 10−1

Table 2. Performance on real data. Direction of arrival is 50◦ and
mean SNR is 7.1dB

shorter than the signal frames, which are 25ms long. This limits
the robustness of the algorithm, since real environments may have
reverberation times that 5−10 frame long or longer. It is not quite
trivial to estimate long filters, however, as this requires modifying
the computation of sufficient statistics. The reason is that different
frames can no longer be considered independent during inference,
since they are now coupled by the filters. A similar situation has
been treated in [7] using variational techniques [5].

Another important extension is estimating the noise parame-
ters from the microphone data, rather than rely on the availabil-
ity of pure noise segments. It is quite straightforward to obtain
an update rule for those parameters. Finally, to be robust to non-
stationary conditions, the algorithm must be modified to track the
filters and noise parameters as they change in time. We are cur-
rently working on this extension using a recursive estimation tech-
nique.
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