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ABSTRACT

This paper presents a technique to automatically segment a
speech signal in noisy environments. The speech segmen-
tation is formulated as an optimization problem and bound-
aries of the speech segments are detected using genetic al-
gorithm (GA). The initial number of segments is estimated
from the modified version of the signal using the minimal
number of binary Walsh basis functions. The segmentation
results are improved through the generations of GA by in-
troducing a new evaluation function, which is based on the
sample entropy and a heterogeneity measure. The results of
the experiments, which have been carried out on TIDIGITS
database and different types and levels of noise, show the
efficiency of the proposed genetic segmentation algorithm.

1. INTRODUCTION

The detection of speech segments which are corrupted by
unknown type and level of noise is considered. The seg-
mentation method described in this paper is based on the ge-
netic algorithm, which is a stochastic global search method.
In GAs, the search directions are influenced only by the
evaluation function and its correspondingfitness value with-
out requiring any derivative information or other auxiliary
knowledge. GAs are also able to utilize parallel exploration
of the search space by reducing the possibility of being stuck
in local optima. This motivates to use GA for detecting ac-
curate boundaries of noisy segments in the proposed seg-
mentation technique.

The proposed noisy speech segmentation algorithm can
be divided into two stages. In the first stage, the num-
ber of segments are estimated from the modified version
of the segmenting signal using the minimal number of bi-
nary Walsh basis functions together with the mean differ-
ence measure described in [1]. The second stage is the seg-
ment boundaries determination. In that stage, the start and
end points of segments are detected using a multi-population
genetic algorithm. To guide the search space of GA, an eval-
uation function is introduced by the combination of sample
entropy [2] and a heterogeneity measure [3].

2. SAMPLE ENTROPY

The origin of sample entropy is the approximate entropy
(

� � � �
), which is originally introduced in [4] to measure

the regularity in time series.
� � � � 	 �  �  � �

is the nega-
tive natural logarithm of the conditional probability that a
data set of length

�
, having repeated itself within a toler-
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�
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�

points, will also repeat itself for
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points.
However,

� � � �
is lack of relative consistency and heav-

ily dependent on the record length and is uniformly lower
than expected for short records. Therefore, sample entropy
( � � � � � �

) that does not count self-matches is developed in
[5] to reduce those biases.
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Finally, sample entropy ( � � � � � �
) is calculated by

� � � � � � 	 �  �  � � ; - h i � 1 	 � �
H 1 	 � � (3)

3. INITIAL SEGMENT ESTIMATION

For a given input signal, the number of input segments to
be detected is estimated firstly from its modified version.
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Boundaries of speech segments are then detected by the GA
routine.

3.1. Analysis and Synthesis Scheme

Modification of the noisy input signal is performed by us-
ing an analysis and synthesis scheme described in [6]. At
the analysis part, the input signal � � � �

is multiplied by a
Hann window to obtain windowed segments. Then a time
varying spectrum � � � � �  � � � � � � � �  � � � � � � � � �  

with
� �

" � $ � & & & � ( * $
and

 � " � $ � & & & � ( * $
for each . 0 1 win-

dowed segment is computed by transforming into spectral
domain using FFTs. Here, � � � � �  �

denotes the spectral
component of the noisy input signal at frequency index


and time index

�
.

At the synthesis part, the magnitude
� � � � � �  � �

, of each
. 0 1 windowed segment is processed to reconstruct a modi-
fied sequence of 2 � � � �

as the weighted sum of the magni-
tudes using binary Walsh basis functions. Walsh basis func-
tions, 3 5 � 3 6 � & & & � 3 7 8 6 are the kernel of Walsh transform
which are arranged into ascending order of zero-crossings.

: � < 3 5 � 3 6 � > > > � 3 7 8 6 @ &
(4)

3.2. Selection of Minimal Basis Functions

A technique for selecting the global natural scale in dis-
crete wavelet transform [7] is employed to determine the
required minimum number of basis functions. Using these
basis functions, a modified signal is reconstructed to capture
both the global characteristics and local details of the seg-
menting signal. This method adaptively detects the optimal
scale using singular value decomposition (SVD), while de-
composition is being carried out. Let 2 A � � �

be the modified
sequence developed by using the basis function of order B ,
then modified sequences C 2 A � � � D F 8 6A G 5 can be represented in
a matrix H of dimension I K (

.
To detect the order of basis functions with dominant

eigenvalues, the SVD of the matrix H is computed adap-
tively starting with the first two orders (i.e. 3 5 and 3 6 )
while adding the higher orders. The probability distribu-
tions of the order of basis function as a function of noise
levels is studied using a number of speech signals, spoken
by male and female speakers from TIDIGITS database. It is
observed that the dominant eigenvalue is found at the order
of one in highly noisy cases (5 dB and 0 dB). On average,
the dominant eigenvalue is found at the order of three in
10 dB, 20 dB and clean signal. Thus the prominent order of
basis function is chosen as three throughout the experiments
since the a priori information of the SNR or noise type can-
not be obtained in practice. A good estimate of the Walsh
basis function at dominant order is then defined as

3 N � 3 5 * P RS G 6 T U � 3 S �
V X Z C � 3 5 * P RS G 6 T U � 3 S � � D (5)

where ] = ^ is the largest order with the most prominent
eigenvalue and T U � > �

is the shifting operator which swaps
the left and right halves of the coefficients of basis func-
tion. This time domain shifting is similar to the phase shift-
ing while keeping the details of the signal. This new basis
function 3 N provides sharper representation and higher dis-
criminating features in the modified sequence, such as noisy
speech periods and noise only intervals. Figure 1 demon-
strates how a noisy speech waveform is reconstructed af-
ter exploiting the proposed modification procedure as dis-
cussed above.
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Fig. 1. (a) Clean speech signal; (b) Noisy speech signal;
(c) The modified signal.

3.3. Mean Difference Measure

The input to GA (i.e. number of segments) is then de-
termined from this modified signal using mean difference
measure [1]. In this approach, the two adjacent windows of
equal length are moved through the modified signal. At each
position, magnitude of the difference of the means within
each window of length 500 is calculated. This mean differ-
ences sequence is thresholded to determine local maxima of
a certain value. Local maxima having a width greater than a
specified value is taken as segments. All the other maxima
which do not meet these conditions are discarded.

4. SEGMENTING BY THE GENETIC ALGORITHM

As the second step, the precise locations of the segment
boundaries are detected using genetic algorithm. Number of
segments determined from the initial segmentation is con-
sidered as the input to the GA.
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4.1. Genetic Algorithm

The GA is a searching process based on the laws of natural
selection and genetics [8]. The procedure of a simple GA
can be described as follows, where the population of candi-
date solutions at time � is represented by P(t):

begin
t = 0;
initialize P(t);
while not termination criteria do
begin

t = t + 1;
select P(t) from P(t-1);
reproduce pairs in P(t);
evaluate P(t);

end
end

4.2. Initial Population

Depending on the total number of segments estimated from
the initial segmentation, an initial population is randomly
generated. In order to detect the start and end locations of
each segment, the length of an individual is defined as two
times total number of segments. To increase the efficiency
of GA, a real-valued representation is used in the proposed
method as there is no need to convert chromosomes to phe-
notypes before fitness function evaluation.

4.3. Evaluation Function

In order to obtain the accurate boundaries of each segment,
evaluation function or fitness function is designed using the
heterogeneity measure proposed in [3] and sample entropy.
This function simultaneously maximize the homogeneity
within the segments and heterogeneity among different seg-
ments using sample entropy. In this context, � � � � � 


of
the original segmenting signal is calculated on each data set
of length 80 (i.e.

�
=80) within a tolerance

�
of

 � � � � �
for 1 point (i.e.

�
=1). Here � � is the standard deviation of

the data set. A segmentation evaluation function is defined
as � � � � � �� � � � � � � (6)

where total within-heterogeneity

� �
is defined as

� � �
�� ! " #  % ' 

# (7)

where # is the total length of the segmented signal, #  is
the length of

( ) * segment, % ' is the variance of the sample
entropy of

( ) * segment and � is the number of segments in
the segmented signal. The between-segment heterogeneity,

� �
, is defined as the average Euclidean distance between

the mean value of the sample entropy of any two adjacent
segments.

� � �
�+  , - / 1 3 4 - 3 7 9 ; ) ,  <! - > @  A @ - > '


 B (8)

where

 B is the total number of the adjacent segments in

the segmented signal, @  and @ - are the mean value of the
sample entropy of the

( ) * and
C ) * segments.

4.4. Evolution Procedure

In the proposed algorithm, the multiple subpopulations ap-
proach provided by [9] is applied for the evolutionary pro-
cess. It is implemented through the use of high-level genetic
operator functions and exchanging individuals between sub-
populations. Over the generations, each subpopulation is
evolved as in traditional simple genetic algorithm (SGA) us-
ing the basic operators crossover and mutation. The initial
population is created using 8 subpopulations containing 20
individuals each. At each generation, 90% of the individu-
als with higher fitness values within each subpopulation are
selected for breeding using a stochastic universal sampling
function.

New offsprings within each subpopulation are produced
by discrete recombination crossover, which is a uniform
crossover for real-valued representation. The offspring are
then mutated with a mutation rate of

� E 
 G � �
, where


 G � �
is

the length of an individual. Offspring may now be inserted
into the appropriate subpopulations depending on fitness-
based reinsertion with a rate 0.9. In this multi-population
GAs, migration of individuals between subpopulations is
performed at every 20 generations with a migration rate of
0.2. After GA iterates for maxgen times (here maxgen=80),
the evolution of this GA stops. The best individual with the
maximum fitness value presents the optimized solution for
the boundaries of the segments of the segmented signal.

5. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed GA
based segmentation, the experiments are carried out on the
speech signals of 20 speakers (10 male and 10 female) from
the TIDIGITS database. 10 digit strings of lengths varying
form 3 to 7 digits have been considered from each speaker.
If there exist long inter-word silences, they are extracted
first. For reference decision the boundaries of each seg-
ment are manually determined. White noise, babble noise
and car noise are then mixed to obtain the corrupted signals
at different SNRs (20 dB, 15 dB, 10 dB, 5 dB and 0 dB).
Therefore a total of 3000 signals are applied to the proposed
algorithm. Fig. 2 demonstrates the segmentation of a given
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Table 1. Relative Error at Different SNRs.

Noise Types
SNR White Car Babble

20 dB 0.0858 0.0983 0.1077
15 dB 0.1088 0.1194 0.1314
10 dB 0.1378 0.1512 0.1737
5 dB 0.1753 0.1883 0.1990
0 dB 0.2092 0.2332 0.2553

noisy speech signal. Fig. 2(a) shows a noisy speech signal
at 0 dB SNR and Fig. 2(b) shows its corresponding clean
signal. The detected boundaries of each segment are also
shown by the vertical dashed line in Fig. 2(b).
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Fig. 2. (a) Noisy input signal; (b) Segmentation results
shown in dashed line together with the clean speech signal.

When there is no inter-word silence between consecu-
tive digits, the proposed method detect them as one segment
only. To tackle this problem, durational information of dig-
its studied in [10] is applied. When a detected segment has
the duration greater than 390 ms, the mean duration of digits
spoken by male speakers, further segmentation is performed
to find another segment within this interval. Similarly, if the
duration of a segment is less than 150 ms, this is merged
to one of its neighboring segments having shorter duration.
As a performance measure, relative error of a segment � �
is calculated as follows:

� � � � � � � � � �
� � (9)

where
� � is the duration of the segment which is deter-

mined manually and
� � is duration of the segment esti-

mated by the proposed method. In Table 1, the results for
the performance measure of the proposed segmentation al-
gorithm are given. For white noise it is found to have the
lowest segmentation errors at all levels of SNRs while for
the babble noise it has the highest relative error.

6. CONCLUSION

A segmentation method for noisy speech is presented. The
problem of segment boundary detection is formulated as an
optimization problem. Based on the genetic algorithm (GA)
and sample entropy, the start and end points of the seg-
ments are determined. Experimental results show that the
proposed method can detect the speech segments as well as
noise only segments precisely. To our best knowledge, GA
based noisy speech segmentation has not been published
earlier. Thus the comparisons with other types of method
will be done in future.
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