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ABSTRACT

In this work we introduce a probabilistic model that utilizes
spatial contextual information to aid recognition when deal-
ing with ambiguous segmentations of handwritten patterns.
The recognition problem is formulated as an optimization
problem in a Bayesian framework by explicitly condition-
ing on the spatial configuration of the letters. As a conse-
quence, and in contrast to HMMs, the proposed model can
handle duration modeling without an increase in computa-
tional complexity. We test the model on real-world hand-
writing dataset and discuss several factors that affect the
recognition performance.

1. INTRODUCTION

In many pattern recognition problems it is often very dif-
ficult to reliably identify local regions of a pattern due to
ambiguous or insufficient information they contain. In such
situations contextual information can greatly aid recogni-
tion.

In the statistical pattern recognition approach, the con-
textual information is usually encoded in some sort of joint
distribution function of a local part and its surroundings.
The joint distribution function is either parametrized based
on the a priori knowledge of the problem domain or approx-
imated by a consistent estimator. During the past decade,
Hidden Markov models (HMMs) [1] have become the dom-
inant model for speech recognition [2]. The power of HMMs
lies in the fact that they provide a nearly universal parametriza-
tion of stationary processes, that the maximum-likelihood
estimator (MLE) is known to be consistent and that there
exists computationally efficient procedure to estimate the
parameters [3]. Due to similarities between handwriting,
especially cursive script, and speech, HMMs have been suc-
cessfully applied to document analysis [4]-[6]. However,
HMMs have several limitations: weak duration modeling,
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the assumption of conditional independence of observations
given the state sequence, and the restrictions on feature ex-
traction imposed by frame-based observation [7]. Although
the semi-Markov models overcome the limitations by intro-
ducing explicit duration distributions and segment observa-
tion models, the computational complexity of such exten-
sion is high and the parameter estimation problem is much
more difficult compared to standard HMMs.

In this paper, we present a novel probabilistic model
for cursive handwriting recognition using spatial cues. The
recognition problem is formulated as an optimization prob-
lem in a Bayesian framework by explicitly conditioning on
the spatial configuration of the letters. As a consequence,
and in contrast to segmental HMMs, the proposed model
can handle duration modeling without an increase in com-
putational complexity.

The rest of the paper is organized as follows. In section
2, we give a brief overview of the handwriting recognition
system and introduce the problem we are going to address.
In section 3, we present the probabilistic model for word
representation and formulate the recognition problem in the
maximum a posteriori (MAP) probability framework. In
section 4, we describe how the system is implemented on
a cursive handwriting dataset and discuss the experimental
results. Concluding remarks are given in section 5.

2. SYSTEM OVERVIEW

An overview of the system is illustrated in Fig. 1. The input
to the system is a raw data file which represents a hand-
written word and contains the x and y positions of the pen
recorded every 10 milliseconds. This input signal is first
transformed by a preprocessor into strokes, which are de-
fined as lines between points with zero velocity in the y di-
rection. Each stroke is characterized by a set of features.
The extracted features for each of the strokes of the input
word are then fed into a segmentation network. The seg-
mentation network we use is a Time Delay neural network
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(TDNN) based on the weight sharing technique proposed
by Rumelhart [8][9].

Fig. 1. System Overview.

The output of a segmentation network is a matrix M ,
called detection matrix. Each detection matrix has 26 rows,
with each row corresponding to a lowercase letter in the
english alphabet. Its column number is determined by the
number of strokes in the input pattern and the structure of
the network used. If the detection matrix M has L columns,
it means that the input pattern is divided into L segments. A
letter detector that receives input from the i-th segment out-
puts the probability that this segment represents a particular
letter positioned at location xi.

The output of the segmentation network represents an
over-segmentation of the input word pattern. Due to large
variability of the shape of each letter, at any position xi,
when viewed in isolation, the identity of the letter is of-
ten ambiguous and misleading. The goal of the paper is to
present a probabilistic model that exploits the spatial con-
straint of letters to reduce ambiguity.

3. THE PROBABILISTIC MODEL

3.1. The Objective Function

In the maximum a posteriori probability framework, the
goal of word recognition is to find the word hypothesis �W ∗ =
(w1, . . . , wn) with maximum a posteriori probability, i.e.,

�W ∗ = arg max
�W

P ( �W |O), (1)

where O is the observed input pattern. Note that a word is
completely determined by specifying its constituent letters
�W = (w1, . . . , wn) and their locations �X = (x1, . . . , xn)
within the detection matrix, where wi denotes the ith let-
ter within the word and xi its position. Therefore the word

recognition problem reduces to the problem of finding ( �W, �X)∗

such that the a posteriori probability P ( �W, �X|O) is maxi-
mized, namely,

( �W, �X)∗ = arg max
( �W, �X)

P ( �W, �X|O). (2)

The problem is intractable without further reduction. In the
following, we use the Bayes rule and make a few neces-
sary simplifications to decompose the a posteriori probabil-
ity into a manageable form. We first give the decomposi-
tion:

logP ( �W, �X|O) = logP ( �X|O) + logP ( �W | �X, O)

= −
n∑

i=1

V (xi−1, xi) +
n∑

i=1

logP (wi|xi, O) + nC. (3)

The first equality follows from the Bayes rule. To model
logP ( �X|O), we assume that the position of a letter in a
word is conditionally independent of the positions of other
letters given the positions of its immediate neighbors, i.e.,
�X is modeled as a first-order Markov chain. In our model,
we further assume that the width of successive characters
can be modeled as a Gaussian random variable, i.e.,

V (xi−1, xi) =
(xi − xi−1 − d)2

σ2
, (4)

where d is interpreted as the average width between two
neighboring letters, σ is the standard deviation and x0 ≡ 0
is a dummy variable.

Given the specific spatial configuration �X of the letters,
we assume that the detection of a letter is conditionally in-
dependent of the detection of other letters, i.e.,

log P ( �W | �X, O) =
n∑

i=1

logP (wi|xi, O).

This term can be directly obtained from the detection matrix
M by identifying P (wi|xi, O) with Mwixi .

Note that there is a third term nC in Eq. 3. Part of
this term is due to the normalization constant of the Gaus-
sian random variable in Eq. 4. However, it is also used
to compensate for the fact that, compared to short words,
long words tend to have smaller probabilities because of the
larger number of terms. It will become important when we
compare the a posteriori probabilities of word hypotheses
with different lengths.

In summary, the word recognition problem reduces to
the following optimization problem

arg max
( �W , �X)

n∑

i=1

[− (xi − xi−1 − d)2

σ2
+logP (wi|xi, O)+C],

(5)
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where d, σ and C are free parameters of the model that
will be learned from training samples by cross-validation.
Although our model appears to be similar to semi-Markov
models, we want to stress their differences. As extensions
to conventional HMMs, semi-Markov models are still based
on the notion of transition probability. In semi-Markov mod-
els, there are as many terms as the number of observations
and the coupling between transition and emission probabil-
ity makes the parameter estimation difficult. However, in
our model, by conditioning on the spatial configuration of
letters, the a posteriori probability is decomposed into two
terms: one term, modeled as a Markov chain �X in the spa-
tial domain, describes the spatial configuration of the word;
the other term, conditioned on the realization of the spa-
tial configuration, characterizes the local appearance of each
component, which can be easily obtained by a letter classi-
fier. This decomposition makes the parameter estimation
problem much easier.

3.2. Search Strategy

Given the objective function, the search for the MAP con-
figuration ( �W, �X)∗ can be solved in two steps. In the first
step, for each valid word hypothesis �W , select the spatial
configuration �X of the letters that gives the highest score;
the highest score will be taken as the optimal matching score
for the particular word hypothesis. In the second step, from
all the valid words in the dictionary choose the word hy-
pothesis with the highest optimal matching score.

Under the Markov assumption, for a given M and word
hypothesis �W = (w1, . . . , wn) the search for the optimal
spatial configuration �X reduces to

arg max
�X∈{0,...,L−1}n

n∑

i=1

[−V (xi−1, xi) + logP (wi|xi, O)].

(6)
Standard Dynamic Programming (DP) techniques, such as
the Viterbi algorithm, can be easily applied to give the opti-
mal solution. If L is the average column number of the de-
tection matrices, n the average word length, K the number
of words to be recognized and N the size of the dictionary,
the time complexity of the DP algorithm is O(KNnL2).

3.3. Voting

With the same training handwriting dataset, we train several
segmentation networks with different sizes of the receptive
fields of the letter detectors and their overlaps. Therefore,
for the same input pattern, fed into different segmentation
networks, we have several different detection matrices (see
Fig. 1). We apply the probabilistic model to each detection
matrix to find the word hypothesis with the highest score.
The word with the majority vote is chosen as the final output
of the system with ties broken at random.

4. IMPLEMENTATION AND RESULTS

The experiments were carried out on a handwriting dataset
originally obtained from David Rumelhart [8]. The dataset
consists of words written by 100 different writers. The size
of the dictionary is 1000 words. The segmentation networks
were trained on 70 writers and an independent group of
writers was used as a cross-validation set [10].

4.1. Baseline Model

To see how much the spatial information improves the recog-
nition rate, we implemented a baseline model that does not
take into account detailed spatial information as long as the
left-right order of letters in a word is observed. To be spe-
cific, the optimization form of the baseline model is formu-
lated as

arg max
( �W , �X)

[
n∑

i=1

logP (wi|xi, M ) + nCb] (7)

subject to xi ≤ xi+1, ∀i = 1, . . . , n − 1, where Cb is deter-
mined by cross-validation.

4.2. Results and Discussion

We tested our model on 6 datasets, where each dataset con-
sists of 905 words written by a different writer. The recog-
nition rates of our model and the baseline model obtained
with the Dynamic Programming algorithm on the 6 writers
are reported in Table 1. The results show an average of 7.3
percent improvement on the recognition accuracy by incor-
porating the spatial information.

Table 1. Recognition rates obtained with DP algorithm

Writer aeb ak cdb lml ses yuko
Baseline 85.0 89.2 84.4 88.1 88.7 64.8
Our Model 92.8 93.6 90.9 95.0 92.3 79.3
Improvement 7.8 4.4 6.5 6.9 3.6 14.5

We also compared the recognition rates obtained with
the majority voting scheme with the mean and highest recog-
nition rates obtained on 5 individual segmentation networks
with different sizes of the receptive fields and their overlaps.
Detailed results are reported in Table 2. The voting method
improves the mean recognition rate by 4.7 percent and im-
proves the best single recognition rate by 3.1 percent.

In cursive handwriting recognition, one of the modeling
difficulties lies in the fact that the word length is not avail-
able directly from the over-segmented detection matrix. In
our model, comparison of word hypotheses with different
lengths is modulated by the penalty term C (see Eq. 3).
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Table 2. Effect of voting
Writer aeb ak cdb lml ses yuko
Voting 92.8 93.6 90.9 95.0 92.3 79.3
Mean 87.9 90.8 86.3 90.5 89.2 71.1
Max 90.5 91.9 87.3 91.6 91.6 72.6

Cross-validation results showed that there exists a unique
value of C that achieves the highest performance and the
value is stable across different writers. To evaluate the in-
fluence of word length, we compared the recognition rates
of our model with the results obtained by assuming that
the input word lengths are available (therefore, only word
hypotheses with the correct lengths are considered and the
penalty term does not come into play). The results are re-
ported in the Table 3. The results show an improvement
of 3.6 percent by restricting the search space into word hy-
potheses with the correct lengths, implying that there is still
room for further improvement.

Table 3. Effect of knowing the word length

Writer aeb ak cdb lml ses yuko
n Unknown 92.8 93.6 90.9 95.0 92.3 79.3
n Known 95.7 96.1 94.4 96.9 95.0 87.2
Difference 2.9 2.5 3.5 1.9 2.7 7.9

5. CONCLUSION

In this paper, we introduced a probabilistic model that uti-
lizes spatial contextual information to aid recognition of
cursive handwriting. By explicitly conditioning on the spa-
tial configuration of the letters, the a posteriori probability
of a word is decomposed into two terms using Bayesian
inference: one term encodes the spatial relationships be-
tween letters and the other is the conditional probability of a
word given the specific spatial configuration. In contrast to
segmental HMMs, the proposed model deals with duration
modeling easily without increasing the computational com-
plexity. We also showed how combining results obtained
with different sizes of the segments can be used to improve
the recognition rate.
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