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ABSTRACT

We propose an image processing system using an analog transform im-

ager chip. The transform imager is a CMOS imager which is capable

of block transforms using floating-gates. Because the transform im-

ager is highly programmable, it can perform various block transforms

such as Walsh-Hadamard transform, discrete sine transform (DST),

and discrete cosine transform (DCT). We investigate the reduction of

computations and power by a baseline JPEG compression system as an

application. The 48x40 transform imager provides 144MOPS/s using

an area of 1.03mm2 in 0.5µm CMOS technology, and it has a much

higher fill factor, 46%, compared with other focal plane imagers. The

measured transformed images and the reconstructed images are pre-

sented to demonstrate the operations.

1. LOW POWER SIGNAL PROCESSING

Prevalence of the mobile systems in daily life creates a
higher demand for low power signal processing systems.
Conventional digital-only signal processing has limitations
towards meeting this demand. On the other hand, ana-
log computational circuits have various advantages; namely,
power consumption and real-time signal processing. There
is great potential in integrating both types of circuits into a
cooperative analog-digital signal processing (CADSP) sys-
tem [1].

A transform imager blends the advantage of focal-plane
imagers and the advantage of active pixel sensors (APS),
so it can do significant amounts of signal processing with
large imaging arrays [2]. An image sensor with a multiplier
is implemented with only two transistors in the transform
imager, which makes it possible not only to reduce the chip
area but also to reduce power consumption.

In this work, a low power reconfigurable digital im-
age processing system using the transform imager was de-
signed. To demonstrate one potential application, a baseline
JPEG compression system was implemented. Section 2 de-
scribes the transform imager, which is the analog core of
the system. In section 3, a JPEG compression and a 3D
DCT video compression are presented, and the reduction of
computations and power is estimated. Section 4 reports the
experimental results. Section 5 concludes this paper with a
summary.
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Fig. 1. Transform imager architecture: The chip performs
arbitrary seperable block transforms. The basis functions
are programmed on-chip using floating-gate circuits.

2. PROGRAMMABLE TRANSFORM IMAGER

Fig. 1 shows the block diagram of our single-chip CMOS
imager. This imager architecture can compute arbitrary sep-
arable 2D linear operations. These operations are expressed
as two matrix multiplications on the image,

Y = AT PB (1)

where P is the image matrix of pixels, Y is the computed
output matrix, and A and B are the transform kernels [3].
Each pixel consists of a photodiode sensor element and an
analog multiplier. This is implemented by a differential pair
using a photodiode as a current source. Effectively, each
pixel element gives a current output that is the product of
the light intensity and a predefined input voltage. A vector
of input voltages comes from the circuitry to the image ar-
ray and is shared by each column of the image array. Along
each column, outputs are tied together to obtain a summa-
tion of currents. This means that the output of each column
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Fig. 2. Die micrograph: This 48x40 transform imager was
designed in 0.5µm N-well CMOS technology. The chip
area is 1.03mm2.

Technology 0.5µm N-well CMOS
Array size 48 x 40
Pixel size 13.5µm x 13.5µm
Fill factor 46%
Transistor count 10.7K
Frame rate 20fps
Resolution of pixel 6 bits
Frequency response DC∼100Khz
Power consumption 16.5µW /frame

Table 1. Summary of the chip characteristics

is a sum of products; in particular, it is the inner product of
the voltage vector with the light intensities along the col-
umn. Therefore, the first matrix multiplication Y = AT P ,
takes place at the pixel array itself. The output currents from
the pixel array are supplied to the multiplier array for the
second multiplication (with B). For the purpose of illustra-
tion in this paper, a transform imager chip that has 48x40
pixels and no analog computitional array was fabricated.
Imagers with higher resolution and the analog computing
array have already been fabricated and are being tested.

The pixel array is subdivided into blocks, and different
stored kernels can be applied to each block. The difference
of the multiplier outputs (currents) are integrated in a row-
parallel manner and the analog voltage output is then mul-
tiplexed out. Sample and hold circuits are used for reading
one row at a time for each block. This process is repeated
for all the rows after the necessary kernel has been placed
onto the selected block for multiplication.

Fig. 2 shows a die micrograph of the fabricated 48x40
transform imager, and Table 1 briefly summarizes the per-
formance of the chip. The tested DCT transformed images
are shown in Fig. 3.

For an indication of multiplication accuracy, a gain er-

(a) (b)

Fig. 3. DCT results: (a) Original images (b) 8x8 block 2D
DCT and DCT coefficients for one block

ror measurement of the imager array was performed by il-
luminating the chip with a nearly uniform light. The mean
gain was 2.12nA/Volt, which should be constant across the
imager for a constant illumination. The average error was
1.58%. This measurement is a conservative measure of ex-
pected performance since currents were measured off chip
in a noisy environment. On chip processing will have the
benefit of even better signal-to-ratio.

A traditional system would have to read out each pixel
value, perform an analog to digital conversion, and store the
image. The data would then be processed by digital cir-
cuitry to perform the matrix multiplication. This implemen-
tation of the matrix multiplication is much more efficient in
terms of area, speed, and power.

Our CMOS imager is based on our earlier work that
demonstrated the viability of the pixel element, that com-
puted simple single-block transforms on a fabricated IC, and
that a single-block DCT could be computed [2].

3. JPEG COMPRESSION SYSTEM WITH A
TRANSFORM IMAGER

Baseline JPEG compression requires computation of a 2D
DCT, quantization, and run-length followed by Huffman
coding [3]. Fig. 4(a) shows a conventional JPEG implemen-
tation, in which most of the computations are processed in
the digital chip except the imager and the Analog to Dig-
ital Converter (ADC). Our proposed system is shown in
Fig. 4(b). A DCT block is one of the most computation-
ally intensive blocks in the JPEG system [4]. This block
is moved to the programmable transform imager to reduce
power consumption. Fig. 4(c) shows the system we tested
to prove our approach and concept. The analog computing
array is modelled in MATLAB. An FPGA is used to inter-
face between the transform imager and MATLAB, and also
provides control signals to the imager. Fig. 4(d) is an ideal
low power system. The ADC is merged into the transform
imager, so that all analog computations are implemented in
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Fig. 4. Top level view of our JPEG compression system
used as an application for signal processing. (a) Conven-
tional approach (b) Our proposed system (c) Tested system
(d) Ideal single chip system

a single chip. This solution is currently under development
and will be presented in a future publication.

The implementation of 8x8 2D DCT based on the fast
symmetry-based 1D DCT needs 208 multiplications and
464 additions, and even fast FFT-based 1D DCT based
method requires 80 multiplications and 464 additions [5].
By using the transform imagers, we can significantly reduce
the number of digital functional units. The key concern here
is the amount of power that could saved by this reduction.
It is not easy to estimate the total power of 2D DCT dig-
ital implementations directly from the number of reduced
operations because there are several ways to implement it
with various architectures. However, even DCT chips op-
timized for low power consume considerable amount of
power, which ranges from about 10mW to 140mW [6],[7].
Usually, fixed implementations consume less power, and re-
configurable implementations consume more. A transform
imager consumes less than 5mW. Considering the fact that
the transform imager includes pixel elements, the power
consumption reduction is significant.

Considering the reduced computation of 2D DCT by the
proposed system, 3D DCT implementation can be a good
candidate for utilizing the system. A video compression
based on the 3D DCT is not widely used since the 3D DCT
is highly computational intensive. Direct implementation
of the 8x8x8 3D DCT requires 12,288 multiplications and
12,096 additions, and 960 multiplications and 5,568 addi-

Fig. 5. Haar transform results: (a) Original image (b) Haar
transform (before reordering) (c) Reconstructed image.

Fig. 6. Image sequences (20fps): (a) A 16x16 Walsh-
Hadamard transformed image sequence and a reconstructed
image sequence (b) A 16x16 DCT transformed image se-
quence and a reconstructed image sequence.

tions are required if the fourier-based 1D DCT is used [5].
The transform imager can reduce 2/3 of the total operations
because 2D DCT is already computed. Another problem of
the 3D DCT based compression algorithm is the memory
requirement. To compute one block of 8x8x8 3D DCT, 8
frames of data should be stored in a buffer, which requires
a large amount of memory. After DCT, most energy is con-
centrated on low frequencies, which are few DCT coeffi-
cients depending on the compression ratio. Therefore, if
only left top part, low frequency coefficients, of 8x8 block
is read and transferred to the digital processing chip, the
buffer memory and the bandwidth between the imager and
the digital chip can be significantly reduced. Because read-
ing image is simply sending address signals to the imager,
this selective reading is very easy to implement.

The transform imager is reconfigurable not only because
the chip can be used for various image processing appli-
cations but also because it makes easy for the analog chip
to calibrate its parameters. The transform imager performs
multiplication of its inputs. Therefore, calibrating the pa-
rameters, which is used for the multiplication coefficients,
is important to avoid calculation errors.
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A printed circuit board is designed for programming the
imager and capturing images. This board is controlled by
an Altera Stratix FPGA with a 32.768Mhz clock. Because
the computation in the analog transform imager is very fast
compared to the digital system, the readout speed is con-
strained by the test setup such as the speed of interface and
FPGA clock rate. The test images are focused onto the pixel
array using a multiple lens system, a LCD (1024x768 reso-
lution), and a DC regulated light source. We have built other
imagers, which range from 14x14 resolution to 512x480
resolution, and use an imager with 48x40 resolution and an
imager with 72x64 resolution to easily analyze the trans-
form results.

4. EXPERIMENTAL RESULTS

4.1. Measured images

A transform imager is capable of computing block trans-
forms as mentioned in the previous section. Because of
its programmability, we can implement various block trans-
forms such as DCT, DST, Hadamard transform, Haar trans-
form, and so on. We show the Walsh-Hadamard transform,
the DCT, and the Haar transform as examples. The DCT is
a widely used block transform for years, and the Haar trans-
form can be used for wavelet-based compression, which is
basically similar to JPEG2000.

Fig. 5 shows the Haar transform results. We pro-
grammed the transform imager with 8x8 Haar transform.
Fig. 5(b) shows the Haar transform before reordering, and
Fig. 5(c) is a reconstructed image to demonstrate the opera-
tion of the chip. Fig. 6(a) shows the 16x16 Walsh-Hadamard
transform output sequence of the imager with 20fps and
the corresponding reconstructed sequence. 16x16 DCT out-
put sequence and the reconstructed sequence are shown in
Fig. 6(b). Still images are used to make input sequences to
the imager. Therefore, all movement is global translation.

4.2. Performance of the transform imager

Based on the bandwidth of a pixel, the peak computing
power can be calculated [8]. To calculate one 8x8 DCT co-
efficient, 16 multiplications and 14 additions are required.
Therefore, total 48x40x(16+14) operations are needed for
one 48x40 image. Considering the maximum bandwidth of
a pixel to be 100Khz, 10 µsec is needed to process one col-
umn, and 400 µsec is needed for the whole image. This
results in 144MOPS/s, which means 144 million analog op-
erations per second. Using this calculation, we can easily
compute the peak computing power of the 128x128 trans-
form imager. Required total operations for the 128x128
transform imager is 128x128x(16+14), and it takes 1.28
msec to finish the DCT calculation for one image. There-
fore, the peak computing power is 384MOPS/s. The fill

factor of the imager is 46%, and it is much higher than that
of other focal-plane imagers such as a neuromorphic imager
[9] and a SIMD based digital focal-plane imager [10]. The
power consumption is 16.5µW /frame, and it is measured
only for the internal circuitry excluding pads.

5. CONCLUSION

In this paper, we proposed a reconfigurable image process-
ing system using an analog transform imager. The proposed
system is highly reconfigurable with low power consump-
tion, therefore, it can be adapted to many image processing
applications. We presented a JPEG compression system as
an application. The transform imager, which is programmed
to perform a DCT, reduces a large number of digital func-
tional units and improve power efficiency. A Haar trans-
formed image sequence and a DCT transformed image se-
quence were shown with reconstructed images to demon-
strate the operation and the performance of the system.
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