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ABSTRACT

The direction finding (DF) performance of an array of vec-
tor sensor antennas on a small aircraft is assessed. DF
performance in the presence of additive noise, array mani-
fold perturbations, and uncertainty of polarization param-
eters is examined with simulated data and compared to the
Cramer-Rao lower bound. DF performance improvements
are demonstrated with a least-squares type calibration tech-
nique with and without the use of synthetic antenna ele-
ments.

1. INTRODUCTION

A key application of sensor arrays is the passive localization
of a radiating signal source. The sensor-to-sensor delays
contain information about the source location in terms of
the source azimuth angle θ and source elevation angle φ for
two dimensional array configurations. This information is
exploited in direction finding (DF) algorithms that estimate
the source angle-of-arrival (AOA). DF algorithms utilize an
underlying model which presumes a coherent phase rela-
tionship among the antenna array elements. Such a relation-
ship almost never occurs in practice due to various antenna
effects such as antenna pattern differences and antenna-to-
receiver electrical cable length differences. Thus, array cal-
ibration, which attempts to fit the actual array response to
the theoretical response, is essential for obtaining accurate
DF estimates.

The angular resolution of an array is directly related to
the size of its aperture. For airborne applications in which
a sensor array is mounted on a small aircraft, the physical
space available on the airframe is limited and the array aper-
ture is restricted. Earlier work in [1] proposed the use of a
single vector sensor consisting of two orthogonal triads of
dipole and loop antennas with the same phase center for
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source localization. Because a vector sensor uses multiple
components of electromagnetic information, it can offer ac-
curate AOA estimates with a smaller aperture.

This paper examines the problem of using vector sen-
sors mounted on a small aircraft to perform source local-
ization. Section 2 contains background material and formu-
lates the signal model. Section 3 presents and discusses the
simulation results. Section 4 provides the conclusion.

2. PROBLEM FORMULATION

Initial work with a vector sensor mounted on an aircraft
has indicated that some elements of the vector sensor act
as “feeds” for the airframe, rendering them unusable. The
proposed solution is to use a “trimmed” vector sensor em-
ploying only the elements with insignificant airframe inter-
action. Multiple trimmed vectors sensors are sited at various
locations on the airframe so that additional sensor elements
are available for accurate AOA estimates.

An example of a trimmed vector sensor is shown in Fig.
1(a).The two loop antennas measure the x and y compo-
nents of the magnetic field, while the vertical dipole mea-
sures the z component of the electric field. Fig. 1(b) shows
a potential 8-channel configuration for placement on an air-
craft that will be studied in this paper. The trimmed vector
sensors on the aircraft are not all identical; the one mounted
on the nose of the airframe lacks the vertical dipole.

Fig. 1. (a) Trimmed vector sensor consisting of two loop
and one dipole antenna. (b) 8-channel aircraft configura-
tion.

2.1. Signal Model

It assumed (as in e.g. [1]) that the vector sensor array is in
the far-field of a narrowband signal. Following [2], define
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the components of the electric and magnetic field received
on the array as
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]

= Θ (θ, φ)p (γ, η) (1)

where Θ (θ, φ) and p (γ, η) are defined appropriately, and
0◦ ≤ γ ≤ 180◦ and −180◦ ≤ η ≤ 180◦ are the polarization
angle and phase difference, respectively. Let rk be a matrix
of sensor locations and Θk (θ, φ) be the appropriate row
of Θ (θ, φ) corresponding to the particular field component
being measured. Define a unit vector in the source direction

u (θ, φ) =
[

cos (θ) sin (φ) sin (θ) sin (φ) cos (φ)
]T

where the superscript T denotes transpose. The plane wave
(far-field) response is defined as

qk (θ, φ) = e+j 2π
λ

rT
k u(θ,φ) (2)

where λ is the signal wavelength. The response of the vector
sensor array is

v (θ, φ, γ, η) =
[

v1 (θ, φ, γ, η)T . . . vK (θ, φ, γ, η)T
]T

(3)

where

vk (θ, φ, γ, η) = qk (θ, φ) [Θk (θ, φ)p (γ, η)] (4)

and K is the number of distinct measured fields.
For the trimmed vector sensor measuring the three com-

ponents Hx, Hy , and Ez , K = 3. Letting qlw, qrw, and qt

represent the plane wave response for the vector sensor on
the left wing, right wing, and tip of the aircraft, respectively,

v (θ, φ, γ, η) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ez

(
qlw

qrw

)

Hx

⎛
⎝ qlw

qrw

qt

⎞
⎠

Hy

⎛
⎝ qlw

qrw

qt

⎞
⎠

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

is an 8 × 1 response vector.
For an additive noise scenario, the received signal is ex-

pressed as
x (t) = v (θ, φ, γ, η) s (t) + n (t) (5)

where s(t) is the transmitted signal with power σ2
s and n(t)

is the additive noise with variance σ2
w.

2.2. Model Perturbations and Calibration

In practice, additive noise as well as perturbations to the
sensor manifold are present. Many DF algorithms such as
MuSIC and MVDR/Capon utilize a search procedure that
assumes knowledge of the actual manifold. Using only the
theoretical array manifold can lead to misleading results.
To compensate for sensor anomalies, external calibration is
performed by attempting to fit the measured response to a
modeled response.

With known source AOAs, the benchmark external cal-
ibration algorithm PRESS (Pattern Response Equalization
Via Spatial Similarity) [3] can be used. Suppose an M chan-
nel sensor array observes a stationary, far-field, narrowband
source at L distinct angles. Let v (θl, φl) and z (θl, φl) rep-
resent the M × 1 modelled and measured sensor response
vector, respectively, for the source elevation AOA θl and
azimuth AOA φl, where l = 1 . . . L. Define the M × L
matrices

V (θT , φT ) =
[

v (θ1, φ1) . . . v (θL, φL)
]

Z (θT , φT ) =
[

z (θ1, φ1) . . . z (θL, φL)
]

where θT and φT are vectors whose lth element is θl and φl,
respectively. The PRESS algorithm computes a calibration
matrix A ∈ C

M×M using the least-squares criterion

arg min
A

L∑
l=1

‖z (θl, φl) − Av (θl, φl)‖2 (6)

= arg min
A

‖Z (θT , φT ) − AV (θT , φT )‖2
F

where the subscript F denotes the Frobenius norm. This
yields

A = Z (θT , φT )V# (θT , φT ) (7)

as the optimum solution for the PRESS calibration matrix,
where # denotes the Moore-Penrose pseudoinverse. The
PRESS calibration matrix reduces the distance between the
measured and modelled steering vector, and is therefore use-
ful in source localization applications.

It is possible to further improve source localization ac-
curacy by augmenting the PRESS algorithm with synthetic
elements. Selection of the placement and polarization of
the synthetic elements is an open problem. In this paper,
an ad-hoc placement for synthetic elements is chosen as the
sensors missing from the trimmed vector sensors. For ex-
ample, because a full vector sensor consists of 6 elements,
the 8-channel configuration of Fig. 1(b), which consists of 3
distinct sub-arrays, would have a modelled response vector
of length 18 when synthetic elements are used.

3. SIMULATION RESULTS

For simulation studies, the aircraft geometry at 90 MHz is
shown in Fig. 2. Sensor manifold perturbations are assumed
to be caused by near-field scatterers local to the airframe.
This is modeled using the equation

z (θ, φ) = v (θ, φ)+ε

Nscat∑
n=1

q (θn, φn) [Θ (θn, φn)Γnp (γ, η)] e+jdn

(8)

where Γn is a 2 × 2 random scattering matrix and dn is
the path length difference. The parameter ε determines the
relative strength of the multipath component and Nscat is
the number of scatterers. For the simulations, ε = 10 dB
and Nscat = 20.

AOA estimation is performed using the Capon MVDR
estimator

arg min
θ,φ

1

(Av (θ, φ))H R−1
x (Av (θ, φ))

(9)
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Fig. 2. Small aircraft geometry at 90 MHz

where the superscript H denotes conjugate transpose (Her-
mitian), and Rx is the autocorrelation matrix of the received
signal (5). If no calibration is used, then A = I. Source
localization performance is assessed using the root mean
square error (RMSE) criterion. The RMSE is compared
against the Cramer-Rao lower bound (CRLB), which is de-
rived in the Appendix.

Sensor manifold perturbations are introduced to the mod-
eled response vectors within a 90◦ sector in azimuth and a
30◦ sector in elevation. Source localization performance is
assessed for the following scenarios:

1. Noise only: It is assumed that noise is the only im-
pairment, and exact knowledge of the sensor mani-
fold is available to perform AOA estimation.

2. No calibration: It is assumed that both noise and sen-
sor manifold perturbations are present. The modeled
steering vectors are used to perform AOA estimation.

3. PRESS: This is the same as the Scenario 2, except
that the modeled steering vector is premultipled by
the PRESS calibration matrix (computed as described
in Section 2.2) when used to perform AOA estima-
tion.

4. Synthetic: This is the same as Scenario 3, except
that synthetic elements are included to compute the
PRESS matrix and modeled steering vectors.

In Figure 3, AOA estimate errors are averaged over the az-
imuth and elevation sectors described above. The calibra-
tion residual for Scenarios 2 through 4, defined as

C = 10 log10

⎡
⎢⎣

∑
l
‖z (θl, φl) − Av (θl, φl)‖2

∑
l
‖z (θl, φl)‖2

⎤
⎥⎦ dB (10)

is 0.3 dB with no calibration, -25.8 dB after PRESS cali-
bration, and -45.4 dB after PRESS calibration using syn-
thetic elements. Fig. 3 (a) and (b) show the source local-
ization RMSE dependence on the array signal-to-noise ratio

(ASNR), defined as ASNR = Nchannelsσ
2
s/σ2

w, where for
this simulation Nchannels = 8. The polarization parame-
ters have value γ = 50◦ and η = 60◦, which are assumed
to be known. In Fig. 3, it can be seen that the use of PRESS
calibration offers significant reductions in azimuth and el-
evation angle RMSE from those of the no calibration sce-
nario. For high SNR, the use of synthetic elements reduces
the RMSE from that of PRESS alone. For the noise only
scenario, an exact characterization of the array manifold is
available, and the RMSE continues to approach the CRLB
as ASNR increases. However, for Scenarios 2 through 4,
the RMSE reaches a plateau for high ASNR because exact
calibration is not possible.

Fig. 3(a) and (b) assume perfect knowledge of the po-
larization parameters. In Fig. 3(c) and (d), the effects of
perturbing the polarization parameters is examined while
holding the ASNR constant at 10 dB. For simplicity, the
parameters γ and η are perturbed by the same amount. It
is observed that the RMSE behavior is approximately sym-
metric about 0◦ perturbations.

Fig. 4 and 5 are an example of the Capon estimator
spectrum for the scenarios enumerated earlier in this sec-
tion. That the use of PRESS or synthetic elements signifi-
cantly helps in reducing the width of the peak, as compared
to the no calibration scenario which has a very spread out
peak, is obviated in Fig. 4. Fig. 5 shows the spherical coor-
dinate plot of the surfaces contoured in Fig. 4. The line in
Fig. 5 points in the true source direction. It is to be noted
again that the use of PRESS and synthetic elements signif-
icantly helps in localizing the beam around the true source
direction.

In general, the beam pattern will change according to
the incident polarization, and thus some variation in Fig.
3-5 can be expected as well. The investigation of the de-
pendence of performance on all different polarization states,
however, is deferred to the future.

4. CONCLUSION

Vector sensors are useful in applications where limited avail-
able physical space necessitates sensor arrays with reduced
aperture. The source localization performance of multiple
trimmed vector sensors for a geometric configuration appli-
cable to a small aircraft was assessed. Source-localization
performance in the presence of additive noise, sensor man-
ifold perturbations, and uncertainty of polarization parame-
ters was assessed. It was shown that significant performance
gains can be achieved with the use of PRESS calibration and
PRESS calibration incorporating synthetic elements.
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5. APPENDIX: DERIVATION OF THE
CRAMER-RAO LOWER BOUND

Define the real parameter vector ψ =
[

θ φ γ η
]T

.
The received signal becomes

x(t) = v (ψ) s (t) + n (t) . (11)

The autocorrelation of the received signal is

Rx = E
{
xxH

}

= σ2
sv (ψ)vH (ψ) + σ2

wI. (12)

Assuming that n(t) is a zero-mean Gaussian process uncor-
related with the signal, the Fisher Information Matrix for B
snapshots is given by

[
Jψψ

]
ij

= B trace

{
R−1

x

∂Rx

∂ψi
R−1

x

∂Rx

∂ψj

}
. (13)

The Cramer-Rao lower bound (CRLB) is thus

CRLB (θ, φ) =
[
J(θ,φ)(θ,φ) − J(θ,φ)(γ,η)J

−1
(γ,η)(γ,η)

J(γ,η)(θ,φ)

]−1
.

(14)
The relevant derivatives are computed below.

∂Rx

∂ψi
= σ2

s

∂v (ψ)

∂ψi
vH (ψ) + σ2

sv (ψ)
∂vH (ψ)

∂ψi

∂vk (ψ)

∂ (θ, φ)
=

[
∂qk (θ, φ)

∂ (θ, φ)
Θk (θ, φ) + qk (θ, φ)

∂Θk (θ, φ)

∂ (θ, φ)

]
p (γ, η)

∂qk (θ, φ)

∂ (θ, φ)
= j

2π

λ
diag

{
rT

k

∂u (θ, φ)

∂ (θ, φ)

}
qk (θ, φ)

∂vk (ψ)

∂ (γ, η)
= [qk (θ, φ)Θk (θ, φ)]

∂p (γ, η)

∂ (γ, η)

∂p (γ, η)

∂ (γ, η)
=

[
cos (γ) e+jη j sin (γ) e+jη

− sin (γ) 0

]
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