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ABSTRACT

This paper presents an approach for tracking nonstation-
ary moving sources with both time-varying directions-of-
arrival (DOAs) and time-varying polarization signatures.
The proposed approach is based on the spatial polarimet-
ric time-frequency distributions (SPTFDs). Unlike the con-
ventional correlation matrix based approaches that sacri-
fice the source signal polarization properties and are not
properly structured to utilize polarization diversity, the pro-
posed approach uses the signal instantaneous polarization
and instantaneous frequency information for improved tar-
get tracking and polarization estimation.

1. INTRODUCTION

Signals of time-varying spectral characteristics are employed
in various radar systems due to their attractive properties
[1][2]. Waveform polarization is another attractive prop-
erty which has received much interest in radar systems (po-
larimetric SAR [3]) and multisensor technologies [4]. The
spatial polarimetric time-frequency distributions (SPTFDs)
have been introduced in [5, 6] as a platform to process non-
stationary polarimetric signals incident on multi-sensor re-
ceivers.

Commonly, radar signal returns have polarization prop-
erties that are time-varying in nature [7]. The polarization
signature can be utilized in the identification of target (e.g.,
human, aircraft), clutter, or terrain. Multisensor systems
that use a single- or double-feed dual-polarized array of
sensors outperform their non-polarimetric counterparts in
estimating the target DOA. However, when dealing with
time-varying polarization sources, conventional covariance
matrix based approaches are not structured to fully utilize
the sources’ polarization characteristics. These approaches
can only capture the instantaneous polarization with the
application of a short observation time window that ren-
ders it inadequate in low SNRs.

This paper introduces an approach for tracking moving
targets whose DOAs and polarization signatures are both
time-varying. The spatial polarimetric time-frequency dis-
tributions (SPTFDs) are used for the purpose of localiz-
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ing the signal energy in the time-frequency domain. The
proposed approach exploits the instantaneous polarization
diversity among the source signals which provides an ad-
ditional degree of freedom, leading to improved signal and
noise subspace estimates for DOA estimations.

2. SIGNAL MODEL

Consider an array of M dual-polarized sensors, where the
vertically polarized sensors are placed along the z-axis and
the horizontally polarized sensors are placed along the y-
axis (Fig. 1). For simplicity, it is assumed that the source
signals are located in the x−y plane and they impinge upon
the array with time-varying DOAs of φn(t), n = 1, . . . , N .

Figure 1: Dual-polarized array.

The N source signals are modelled as transverse electro-
magnetic (TEM) waves with time-varying DOAs and polar-
izations. The EM field is described generally as

�E(t) =

N∑
n=1

sn(t)[− cos(γn(t)) sin(φn(t))x̂

+cos(φn(t)) sin(γn(t))ejηn(t)ŷ + cos(γn(t))ẑ],
(1)

where the polarization angle, γn(t), and phase difference,
ηn(t), together describe the signals’ time-varying polariza-
tion, with n = 1, . . . , N . It is worth noting that the x-axis
component is not received by the dual-polarized antennas,
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whereas the cos(φn(t)) term along the y-axis can be ab-
sorbed in the array calibration. The received signal at the
mth vertical sensor is given by

x[v]
m (t) =

N∑
n=1

a[v]
mn(t) cos(γn(t))sn(t), (2)

whereas the signal at the mth horizontal sensor is

x[h]
m (t) =

N∑
n=1

a[h]
mn(t) sin(γn(t))ejηn(t)sn(t) (3)

where a
[v]
mn(t) and a

[h]
mn(t), respectively, represent the time-

varying propagation phase delay for the two signal polar-
ization components. They are the mth elements of their re-
spective array response vectors, a[v](φn(t)) and a[h](φn(t)),
for the two polarizations.

In vector form, the received signals in both polariza-
tions are concatenated resulting in an dimension-extended
received signal vector

x(t) =

[
A[v](Φ(t))(q[v](t) � s(t))

A[h](Φ(t))(q[h](t) � s(t))

]
+

[
n[v](t)

n[h](t)

]
(4)

where � denotes the Hadamard product operator, A[i](Φ(t))

= [a[i](φ1(t)) . . . a[i](φN (t))], i = v, h, are the array re-
sponse matrices, and s(t) = [s1(t) . . . sN (t)]T is the source

signal vector. In addition, the M × 1 size vectors, n[v](t)

and n[h](t), are the additive sensor noise and are assumed to
be zero-mean and spatially and temporally white. The N -
dimensional vector Φ(t) = [φ1(t) . . . φN (t)] represents the
time-varying DOAs of the N sources. A total of T samples
(1 ≤ t ≤ T ) are considered. The two time-dependent polar-
ization vectors which contain information of the N source
signals in the vertical and horizontal polarizations are, re-
spectively,

q[v](t) = [cos(γ1(t)), . . . , cos(γn(t))]T ,

q[h](t) = [sin(γ1(t))e
jφ1(t), . . . , sin(γn(t))ejφn(t)]T .

(5)

3. MOVING SOURCES WITH TIME-VARYING
POLARIZATIONS

Consider the pseudo Wigner-Ville distribution (PWVD) as
the example in implementing the SPTFD. The discrete form
of the spatial polarimetric pseudo Wigner-Ville distribution
(SPPWVD) is given by [8]

Dxx(t, f) =

(L−1)/2∑
τ=−(L−1)/2

x(t + τ)xH(t − τ)e−j4πfτ , (6)

where L is odd and defines the window length, and H de-
notes the Hermitian transpose. Substituting (4) in (6) yields
a 2M ×2M spatial time-frequency distribution matrix with
expected value

E[Dxx(t, f)] =

[
E[Dx[v]x[v](t, f)] E[Dx[v]x[h](t, f)]
E[Dx[h]x[v](t, f)] E[Dx[h]x[h](t, f)]

]

+σ2I2M , (7)

where σ2 denotes the noise power at each single-polarized
antenna and I2M is the 2M × 2M identity matrix. More-
over, Dx[i]x[k](t, f), i, k = v, h, is the auto- (i = k) or cross-
polarized (i �= k) SPPWVD matrix. Ignoring the noise,
each element of the 2M × 2M block matrix in (7) can be
expressed as

Dx[i]x[k](t, f)

=

(L−1)/2∑
τ=−(L−1)/2

A[v](Φ(t + τ))
[
q[i](t + τ)(q[k](t − τ))H

]

�
[
s(t + τ)sH(t − τ)

] [
A[v](Φ(t − τ))

]H

e−j4πfτ

=

(L−1)/2∑
τ=−(L−1)/2

A[v](Φ(t + τ))
[
G[ik](t, τ) � K(t, τ)

]

[
A[v](Φ(t − τ))

]H

e−j4πfτ (8)

with G[ik](t, τ) = q[i](t + τ)(q[k](t − τ))H and K(t, τ) =
s(t + τ)sH(t − τ). For a small value of L, Eq. (8) can be
approximated by [8]

Dx[i]x[k](t, f) � A[v](Φ(t))Ds[i]s[k](t, f)
[
A[v](Φ(t))

]H

(9)

where

Ds[i]s[k](t, f) =

(L−1)/2∑
τ=−(L−1)/2

G[ik](t, τ) � K(t, τ)e−j4πfτ .

(10)
We assume that the frequency and the polarization sig-

natures of the sources change almost linearly over the win-
dow length. Accordingly, using the first-order Taylor-series
expansion, the polarization-dependent terms can be ap-
proximated as γn(t + τ) = γn(t) + τ γ̇n(t), where γ̇n(t) =
d
dt

γn(t). The autoterms of the source polarization informa-

tion, which reside on the diagonals of G[vv](t, τ), G[vh](t, τ),

G[hv](t, τ) and G[hh](t, τ), are given by

[
G[vv](t, τ)

]
nn

=
1

2
[cos(2γn(t)) + cos(2τ γ̇n(t))] (11)

[
G[vh](t, τ)

]
nn

=
1

2
[sin(2γn(t)) − sin(2τ γ̇n(t))] (12)

[
G[hv](t, τ)

]
nn

=
1

2
[sin(2γn(t)) + sin(2τ γ̇n(t))] (13)

[
G[hh](t, τ)

]
nn

=
1

2
[− cos(2γn(t)) + cos(2τ γ̇n(t))] , (14)

respectively. Due to symmetry, the contributions of the sec-
ond sinusoidal terms in Eqs. (12) and (13) to Ds[i]s[k](t, f)
cancel out. Therefore, the diagonal elements of Ds[i]s[k](t, f)
(or the autoterm points) can be expressed as

D
s
[v]
n s

[v]
n

(t, f) =
1

2
cos(2γn(t))Dsnsn(t, f) + cnn(t, f) (15)

D
s
[h]
n s

[h]
n

(t, f) = −1

2
cos(2γn(t))Dsnsn(t, f)+cnn(t, f) (16)

D
s
[v]
n s

[h]
n

(t, f) = D
s
[h]
n s

[v]
n

(t, f) =
1

2
sin(2γn(t))Dsnsn(t, f),

(17)
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where

cnn(t, f) =
1

2

(L−1)/2∑
τ=−(L−1)/2

cos(2τ γ̇n(t)) [K(t, τ)]nn e−j4πfτ .

(18)
If the time-frequency (t-f) points located in the autoterm
region of the nth source are used in constructing the SPTFD
matrix, then

Dxx(t, f) = A(φn(t))MAH(φn(t)) (19)

where

A(φn(t)) =

[
a[v](φn, t) 0

0 a[h](φn, t)

]
(20)

M =
1

2
Dsnsn(t, f)

[
cos(2γn(t)) sin(2γn(t))
sin(2γn(t)) − cos(2γn(t))

]

+

[
cnn(t, f) 0

0 cnn(t, f)

]
.

(21)

In the new structure of the SPTFD matrix of Eq. (19), the
time-varying source polarization has the effect of loading
the diagonal elements with cnn(t, f) and, as such, alters
the eigenvalues of the above 2 × 2 matrix. However, the
eigenvectors of M remain unchanged. The new eigenval-
ues are λ1,2 = c(t, f) ± 1

2
Dss(t, f). The signal polariza-

tion signature, i.e., the eigenvector corresponding to the
maximum eigenvalue at the particular time point in (21),

is v1 =
[
cos(γn(t)) sin(γn(t))

]T
. Therefore, in the con-

text of polarization-based subspace-based estimation, such
as the PTF-MUSIC [6] or PTF-ESPRIT [9], the instanta-
neous polarization characteristics can be utilized for source
discriminations, instantaneous DOA estimation, and target
tracking.

It is noted that, while the above analysis is applied to
a t-f point pertaining to one source only, the extension of
the above observations to the situation where the t-f point
is common to more than one source or when multiple t-f
points are used for SPTFD matrix construction is straight-
forward. In both cases, t-f points should be selected over
time periods during which there are differences in the source
local polarizations.

4. SIMULATIONS

Figure 2 shows the polarization-averaged pseudo Wigner-
Ville distribution (PWVD) of the received data at the ref-
erence sensor with a window length of 63. The two chirp
signals present have the parameters listed in Table 1. The
two sources impinge on a uniform linear array (ULA) of five
cross-dipoles with an interelement spacing of half a wave-
length. The array responses in both horizontal and vertical
polarizations are identical. The SNR is 10dB. The source
signals’ polarization angles (γn, n = 1, 2) change linearly
with time over the observation period of T = 256 samples
and are shown in Fig. 3. In addition, the source signals’
DOAs change linearly over the same period, as shown in
Fig. 4. In tracking the moving sources’ DOAs, different sets
of SPTFD matrices are constructed, where each set uses
P consecutive (neighboring) t-f points of the two sources’

autoterms, with the middle t-f point being at ti. The ob-
jective is to examine the proposed algorithm performance
at different source polarization states and to demonstrate
the tracking accuracy of the algorithm. This is achieved by
applying the PTF-MUSIC for each set of SPTFD matrices
separately.

Table 1: Signal Parameters
start end DOA γ η
freq. freq. (deg) (deg) (deg)

source 1 0.00 0.40 −20 to 0 0 to 90 0
source 2 0.30 0.70 0 to 20 90 to 0 0

Figure 5(a) shows the root mean square error (RMSE)
performance over 200 trials of the PTF-MUSIC algorithm
for the estimation of the DOA of the first source with P =
31 and using a PWVD with window length L = 63. Fig.
5(b) shows the RMSE performance where only the time-
frequency points in the autoterm region of source 1 are
used for the PTF-MUSIC. The performance of the covari-
ance matrix-based polarimetric MUSIC (P-MUSIC) is also
shown in both figures for P = 95. The RMSE was gen-
erated at 49 time points that are spaced 5 samples apart
(i.e., t1 = 8 and t49 = 248). We note that both techniques
use the same data samples for each RMSE. Fig. 6 shows
a tracking trial for the two algorithms. The PTF-MUSIC
generally outperforms the P-MUSIC as can be seen in Figs.
5 and 6. The performance of the PTF-MUSIC is particu-
larly impressive in the middle region where the source po-
larization discrimination is affected due to the similarity in
the source signals’ polarization characteristics. However, at
the edge points the PTF-MUSIC experiences performance
degradation due to the use of a windowed PWVD and the
subsequent spreading of the source signals’ energy in the
PWVD as can be seen in Fig. 2.

5. CONCLUSIONS

We have presented an enhanced approach for estimating
the signal polarization and tracking nonstationary moving
sources incident on a double-feed dual-polarized sensor ar-
ray. The spatial polarimetric time-frequency distributions
(SPTFDs) uses the source power localization property and
utilizes the distinctions in the time-varying frequency and
polarization signatures of the different sources in the field of
view, leading to improved direction-of-arrival (DOA) track-
ing and polarization state estimation performance.
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Figure 2: Polarization-averaged PWVD of the received data
at the reference sensor.
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Figure 3: Source time-varying polarization signatures.

[4] R. U. Nabar, H. Bolcskei, V. Erceg, D. Gesbert, and
A. J. Paulraj, “Performance of multiantenna signaling
techniques in the presence of polarization diversity,”
IEEE Trans. Signal Processing, vol. 50, no. 10, pp.
2553–2562, Oct. 2002.

[5] Y. Zhang, M. G. Amin, and B. A. Obeidat, “The spa-
tial polarimetric time-frequency distributions and their
applicaiton to direction-of-arrival estimation,” Proc.
SPIE, vol. 5205, pp. 75–85, Aug. 2003.

[6] Y. Zhang, B. A. Obeidat, and M. G. Amin, “Spatial
polarimetric time-frequency distributions for direction-
of-arrival estimations,” IEEE Trans. Signal Processing,
submitted.

[7] V. Santalla and Y. M. M. Antar, “A comparison be-
tween different polarimetric measurement schemes,”
IEEE Trans. Geoscience and Remote Sensing, vol. 40,
no. 5, pp. 1007–1017, May 2002.

[8] A. B. Gershman and M. G. Amin, “Wideband
direction-of-arrival estimation of multiple chirp signals
using spatial time-frequency distributions,” IEEE Sig-
nal Processing Letters, vol. 7, no. 6, pp. 152–155, June
2000.

[9] B. A. Obeidat, Y. Zhang, and M. G. Amin, “Polarimet-
ric time-frequency ESPRIT,” Asilomar Conf. Signals,
Sys., and Comput., Pacific Grove, CA, Nov. 2003.

[10] R. O. Schmidt, “Multiple emitter location and signal
parameter estimation,” IEEE Trans. Antennas Propa-
gat., vol. 34, no. 3, pp. 276–280, March 1986.

50 100 150 200 250
−25

−20

−15

−10

−5

0

5

10

15

20

25

Time (samples)

D
ire

ct
io

n−
of
−

ar
riv

al
 (

de
gr

ee
s)

Source 1
Source 2

Figure 4: Source time-varying angle signatures.
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Figure 5: P-MUSIC and PTF-MUSIC tracking of source 1.
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Figure 6: Single trial P-MUSIC and PTF-MUSIC tracking
for source 1.
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