
DIFFERENTIAL MODULATION SCHEMES FOR
DECODE-AND-FORWARD COOPERATIVE DIVERSITY

Yimin Zhang

Center for Advanced Communications
Villanova University, Villanova, PA 19085, USA

E-mail: yimin@ieee.org

ABSTRACT

In this paper, we develop a cooperative diversity scheme
that supports decode-and-forward cooperative diversity in
the absence of channel state information (CSI) at either user
or destination terminals. The proposed scheme employs dif-
ferential modulation in the broadcast phase, whereas in the
relay phase, the information is retransmitted from relay ter-
minals using differential space-time codes. The proposed
scheme has a simple structure. In forming a differential
space-time code in the relay phase, in addition to the in-
formation to be relayed, a relay terminal requires only the
portion of the previous codeword transmitted from the same
terminal. When different users have different channel qual-
ity to the destination, it is pointed out that unitary codes
remain the optimum in high signal-to-noise ratio (SNR) sce-
narios.

1. INTRODUCTION

The cooperative diversity techniques have attracted consid-
erable and increasing attentions over the past several years
[1, 2]. In responding to the increasing needs of effective
and reliable wireless networks in various applications, the
development of cooperative diversity techniques has bene-
fitted from the recent advances of space-time codes, trans-
mit diversity, and multi-input-multi-output (MIMO) tech-
nologies. Recent research work has shown the feasibility
of cooperative operation and provided various capacity and
performance analyses of cooperative diversity systems (see
for example, [3]–[5] and references therein).

All the aforementioned methods assume that the chan-
nel state information (CSI) is available at the receivers,
although few assume the CSI knowledge at the transmit-
ters. For ordinary decode-and-forward relaying schemes, it
also implies that the CSI has to be obtained at all relay
terminals. The CSI knowledge at the receivers is usually
obtained through channel estimation, either using training
(pilot) signals or utilizing blind methods. However, the use
of training signals reduces the transmission efficiency. In
addition, channel estimation becomes unreliable and even
impractical if the channels experience fast fading [6].

Differential modulation schemes have been considered
useful when the CSI is unavailable at the receivers. The
concept has been extended to MIMO systems, where dif-
ferentially coded space-time codes can be decoded at the
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receiver without the knowledge of the propagation channels
[6]–[11].

As the cooperative diversity schemes involve both broad-
cast and relay phases, multiple cooperative terminals should
be considered and the respective channels are more compli-
cated than those encountered in MIMO scenarios. The con-
sideration of system design without assuming the knowledge
of CSI at the receiver, therefore, becomes more demanding.

In spite of the importance, little attention has been paid
to the cooperative diversity operations in the absence of CSI
knowledge at the receivers. In [12], the authors proposed
a cooperative diversity protocol which provides simple im-
plementation of amplify-and-forward cooperative diversity
in such a situation. In this paper, we develop a distributed
space-time modulation scheme for decode-and-forward co-
operative systems where no knowledge of the CSI is re-
quired at both transmitters and receivers. The proposed
scheme employs differential modulation in the broadcast
phase, whereas in the relay phase, the information is re-
transmitted from relay terminals using differential space-
time codes. The proposed scheme has a simple structure. In
forming a differential space-time code in the relay phase, a
relay terminal does not require the information transmitted
from other relay terminals. In addition to the information
it receives from the source terminal, only the transmitted
signal transmitted from the same terminal during the pre-
vious codeword interval is needed.

MIMO differential space-time schemes assume indepen-
dent and identically distributed (i.i.d.) channels and usually
use unitary codes to achieve high coding gain. In a typical
cooperative diversity system, different users have different
channel quality to the destination. However, it is pointed
out that, when the signal-to-noise ratio (SNR) is high, uni-
tary codes remain the optimum in such scenarios.

2. SYSTEM MODEL

To illustrate the concept of cooperative diversity in a wire-
less network, consider the system model depicted in Fig. 1.
U users cooperate with each other. It is assumed that each
user is equipped with a single antenna for semi-duplex oper-
ation, i.e., it cannot transmit and receive signals at the same
time. Each user transmits its own information whereas it
also serves as a relay terminal for other users. Therefore,
each terminal receives an attenuated and noisy version of
the signals transmitted from other users and relays them
to the destination or other relays. The destination terminal
receives a noisy version of the sum of the attenuated signals
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Figure 1: System model.

from all users.
The cooperation process can be divided into two phases.

In the first phase (broadcast phase), the information is
transmitted from a source user to the relay terminals, and
the destination may also receive a copy of the same informa-
tion. In the second phase (relay phase), the relay terminals
transmit the signal to the destination.

Depending on how the relay terminals process the re-
ceived signals, there are two major algorithms, namely,
amplify-and-forward and decode-and-forward. In the ampli-
fy-and-forward algorithm, a relay terminal amplifies the at-
tenuated and noisy signals it receives and retransmits them
to the destination and other possible relay terminals. The
operation at a relay terminal is limited to amplification and,
in some cases, some simple computations such as complex
conjugation. On the other hand, when the decode-and-
forward algorithm is used, the information is first decoded
at the relay terminals, and then retransmitted after proper
coding. At the expense of higher complexity at relay termi-
nals, the decode-and-forward algorithm allows the removal
of relay noise, and provides the flexibility of encoding the
information at the relay phase in a spectrum efficient man-
ner [3, 4].

In a decode-and-forward cooperative diversity system,
when some of the relay terminals make erroneous data de-
tection, the terminals may choose either to continue relay-
ing the erroneous symbols or not to relay them. The former
is referred to as fixed relaying scheme, whereas the latter is
called selection relaying scheme. It is shown in [3] that the
latter provides better performance.

3. PROPOSED SCHEME

Consider a time frame where information stream I is to
be transmitted from a source terminal to the destination.
Without loss of generality, we assume that each user has a
dedicated channel resource, and user 1 is considered as the
source terminal. In the broadcast phase of the proposed
scheme, the source terminal transmits differentially encoded
information to the relay and destination terminals, whereas
in the relay phase, a differential space-time block code is
formed to effectively relay the information.

3.1. Broadcast Phase

In the broadcast phase, the source terminal transmits in-
formation to other terminals. The received signal at the ith
relay terminal, i = 2, · · · , U , during the lth symbol period,
is expressed as

yi(l) = γihi(l)x1(l) + ni(l), (1)

where x1(l) is the signal transmitted from user 1, γi and
hi(l) respectively represent the long-term attenuation factor
and the unit-variance short-term time-varying statistics of
the channel between user 1 and the ith relay terminal, and
ni(l) is the additive channel noise at the i terminal.

Similarly, at the (l − 1)th symbol period, the received
signal is

yi(l − 1) = γihi(l − 1)x1(l − 1) + ni(l − 1). (2)

We assume that the channel variation during two sym-
bol periods is negligible, i.e., hi(l) = hi(l− 1), i = 2, · · · , U .
To detect the information without the CSI knowledge at
the relay and destination receivers, differential phase mod-
ulations (e.g., M -ary DPSK) are used in transmitting the
information at the source terminal. That is, the information
stream I is mapped into a sequence of g(l) = [g(l), · · · , g(l+
L − 1)] where each symbol g(l) is modulated using the M -
ary DPSK schemes. For data symbol denoted by g(l), the
transmitted symbol is

x(l) = x(l − 1)g(l) = x(0)

l∏
τ=1

g(τ), (3)

where x(0) denotes the initial symbol data which does not
carry information but is transmitted for reference purpose.
Therefore, the L-symbol sequence g(l) is transmitted throu-
gh L + 1 symbol period and the information transmitted
is L log2 M bits. When the selection relaying scheme is
used, to detect erroneous data decision, additional error
correction codes should be added, resulting in some capacity
loss.

Compared to coherent detection schemes, the use of dif-
ferential detection results in a 3dB noise enhancement for
M ≥ 4. For DPSK modulation using binary constellations,
the effect of noise is less than 3dB because the receiver is
only affected by the the real part of the noise [13].

3.2. Relay Phase

A. Differential Space-Time Coding

Consider the selection relaying scheme and assume that
the first M active users make correct decision and are se-
lected from the U users to participate in the relay retrans-
mission, where M ≤ U . Define the following M ×M space-
time code matrix

C =

⎡
⎢⎢⎣

c11 c12 ... c1M

c21 c22 ... c2M

...
...

. . .
...

cM1 cM2 ... cMM

⎤
⎥⎥⎦ , (4)

and denote G as a set of K different unitary matrices used
for differential coding, k = 1, · · · , K, i.e.,

G = {Uk, k = 1, · · · , K} . (5)

The information steam is mapped to one of the K space-
time codewords Uk in G. To send the message G(t) ∈ G at
codeword period t, the transmitter sends C(t) where

C(t) = C(t − 1)G(t) = C(0)

t∏
τ=1

G(τ). (6)
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To achieve full diversity gain, it is necessary that C(t) be
full rank. When the channels are independent and identi-
cally distributed (i.i.d.), C(t) is often designed to take the
form of unitary matrices for improved system capacity [7, 8].
A massage matrix G(t) carries information of log2 K bits.
When L′ + 1 codewords are transmitted in a time frame,
the total information is L′ log2 K bits.

B. Coding Implementation in Cooperative Systems

In a cooperation diversity system, each row of a space-
time code is transmitted from different terminals. There-
fore, a relay terminal is responsible to generate the code-
word row it transmits. For example, the ith terminal gener-
ates and transmits the ith row of a codeword, i.e., ci1(t), · · · ,
ciM (t) for the tth codeword.

To generate the ith row of the tth codeword, we notice
the following relationship

[ci1(t), · · · , ciM (t)] = [ci1(t − 1), · · · , ciM (t − 1)]G(t). (7)

Therefore, in the process of generating the ith row, the ith
terminal only requires the same ith row of the previous code
that was generated and sent from itself, whereas the other
rows of the previous code transmitted from other termi-
nals (i.e., cj1(t− 1), · · · , cjM (t− 1), j �= i) are not required.
As a result, when comparing to the cooperative diversity
schemes with known CSI information at the receivers, the
differential cooperation diversity scheme does not require
additional communication flow (except the transmission of
the reference codeword C(0) for each block).

C. Detection of Differentially Coded Information

Denote h̃(t) = h(t)Γ = [γ1Dh1D(t), · · · , γMDhMD(t)] as
the 1 × M channel row vector, where the elements of the
M×M diagonal matrix Γ denote the long-term attenuation
gain factors, whereas the elements of M × 1 vector h(t) are
the unit-variance time-varying channel coefficients. It is
assumed that h(t) are pairwise-constant, that is, it remains
constant for any two adjacent codewords (i.e., h(t) = h(t−
1)) and its elements are independent and stationary ergodic
stochastic processes over time. Then, the received signal
row vector at the destination terminal is expressed as

y(t) = h̃(t)C(t) + n(t)

= h̃(t − 1)C(t − 1)G(t) + n(t)
= y(t − 1)G(t) + n(t) − n(t − 1)G(t),

(8)

where n(t) is the additive noise vector. Because G(t) is
unitary, it is clear that the differential detection scheme
converts the problem to one with known channel coefficients
y(t − 1) with twice the noise power.

The maximum likelihood differential detection of G(t)
becomes

Ĝ(t) = arg min
G

tr
{
[y(t) − y(t − 1)G] [y(t) − y(t − 1)G]H

}

= arg max
G

Re tr
{
GyH(t)y(t − 1)

}
,

(9)
where “tr” denotes the trace of a matrix and “Re” denotes
the real part operator.

4. PERFORMANCE ANALYSIS

Now we consider the performance of the relay phase where
M × M differential space-time codes are transmitted from
M different users. The effect of the broadcast signal at
the destination is not considered. While it is analogous to
most MIMO problems using differential space-time codes,
we emphasize the uniqueness of this work by noting that the
channels in general have different variances and, therefore,
are no longer i.i.d. in general in the underlying cooperative
diversity systems.

To consider the optimum power allocation in transmit-
ting the space-time codewords, we now consider a more gen-
eral form of C in which the following codeword is transmit-
ted,

C′ = P1/2C =

⎡
⎢⎢⎣

√
P1c11

√
P1c12 ...

√
P1c1M√

P2c21

√
P2c22 ...

√
P2c2M

...
...

. . .
...√

PMcM1

√
PMcM2 ...

√
PMcMM

⎤
⎥⎥⎦ ,

(10)
where the elements of P = diag[P1, · · · , PM ] determine the
power transmitted from each antenna. Because C′(C′)H =
P, C′ is unitary only when all the terminals transmit the
same power. Note that, because G(t) is unitary, the power
of C′(t) is unchanged for different values of t, and the coding
system remains stable, irrespective to the selection of P.

While the performance accurate of a differentially coded
system requires the consideration of the quadratic receiving
structure [6, 7], it can be well approximated in high SNR
situations by using an equivalent coherent receiver model
(8) with known channel vector y(t− 1) and enhanced noise
power [9].

Assume that hT (t) ∼ CN(0, IM ), where IM is the M ×
M identity matrix. The channel is reflected in Γ, which is
assumed unchanged during the entire period of interest.

The pairwise codeword error probability (CER), i.e., the
probability of transmitting G and deciding in favor of an-
other E at the detector, conditioned by equivalent channel
vector y(t − 1), is given by

P (G → E|y(t − 1)) = Q
(√

Esd2(G,E)/(2σ2
n)

)

≤ exp
[
−Esd

2(G,E)Es/(4σ2
n)

]
,

(11)

where Es is the averaged power transmitted from all the
antennas per symbol period, and

d2(G,E) = y(t − 1)AyH(t − 1), (12)

A = [G(t) − E(t)] [G(t) − E(t)]H . (13)

We make the following approximation for high SNR scenar-
ios

y(t) ≈ h(t)ΓC′(t). (14)

Then, (12) can be approximated by

d2(G,E) ≈ h(t)ΓC′(t − 1)A(C′(t − 1))HΓhH(t)

= h(t)ΓP1/2C(t − 1)ACH(t − 1)P1/2ΓhH(t).
(15)

Because y(t) is approximated as a linear combination of
h(t) and therefore constitutes a set of dependent channel
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coefficients, averaging the above bound with respect to y(t−
1) results in [9]

P (G → E) ≤
M∏

i=1

(
1 +

Es

4σ2
n

di

)−1

, (16)

where di, i = 1, · · · , M , are the M eigenvalues of K =
ΓC′(t)A(C′(t))HΓ. At high SNR scenarios, we have

P (G → E) ≤
M∏

i=1

(
Es

4σ2
n

di

)−1

=
(

Es

4σ2
n

)−M

[det(K)]−1 .

(17)
It is clear that, in this case, the system achieves full diver-
sity gain of M , and the coding gain (diversity product) is
determined by the minimum determinant of K. Because

min det(K) = min det(A) det
(
ΓC′(t)(C′(t))HΓ

)
= min det(A)[det(Γ)]2 det(P).

(18)

Therefore, the transmission power should be equally dis-
tributed over different user terminals, irrespective to the
code and channel characteristics. Note that, however, this
conclusion is derived in high SNR scenarios. Allocating
higher power to good channels may result in improved per-
formance during the transition range of SNR values.

5. NUMERICAL RESULTS

We consider a two-user scenario where γ1D = 1 and γ2D =
0.5. The Differential codewords are generated based on
Alamouti’s codes with QPSK constellations. Fig. 2 shows
the bit error rate (BER) performance with two different
power allocations conditioned unit total power at each sym-
bol period. In the first curve the power is equally dis-
tributed to different users, whereas in the second the power
is divided proportional to the average channel strength.
The former shows lower BER in high SNR range, and the
latter provides slightly better BER in low SNR scenarios.

6. CONCLUSION

A novel space-time cooperation scheme using differential
modulation and differential space-time coding has been de-
veloped for effective cooperative diversity where the CSI
are unavailable at the receivers. The performance analysis
shows that, at high SNR scenarios, distributing transmit
power equally to all users in forming the differential space-
time code results in optimum coding gain, irrespective to
the used codes and the channel characteristics.
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