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ABSTRACT

A recent development in the literature has proposed a cosine
modulated filter bank-based multicarrier modulation tech-
nique with blind equalization capability. However, conver-
gence studies of the proposed blind equalizer has been car-
ried out through computer simulations only. In this paper,
we present a thorough study of the blind equalizer by ana-
lyzing its associated cost function and show that it has two
global minimum and two saddle points.

1. INTRODUCTION

Multicarrier modulation (MCM) has attracted considerable
attention in recent years as a practical and viable technol-
ogy for high-speed data transmission over spectrally shaped
noisy channels [1, 3]. The discrete multitone/orthogonal
frequency division multiplexing (DMT/OFDM) has been rec-
ognized as the most cost effective realization of multicarrier
transceivers in both wired [2], and wireless [3] channels.

Cosine modulated filter banks (CMFB) working at max-
imally decimated rate, on the other hand, are well under-
stood and widely used for signal compression [5]. More-
over, the use of CMFB to multicarrier data transmission
over digital subscriber lines (DSL) has been widely addressed
in the literature, under the common terminology of discrete
wavelet multitone (DWMT) [4].

The major problem with DWMT is the need for a set
of special equalizers, one per subchannel. These equalizers
that are referred to as linear combiners [4] are two dimen-
sional equalizers that span across time and frequency. Each
linear combiner usually needs at least 21 taps (7 taps along
time and 3 taps along frequency axis) to perform satisfac-
torily. This relatively large number of coefficients per lin-
ear combiner has the disadvantages of high computational
complexity and slow convergence. These difficulties have
made DWMT non-attractive to industry, even though it of-
fers higher bandwidth efficiency (because of absence of cyclic
extensions) and more immunity to narrowband interference.
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A revisit of DWMT has been made recently [7, 8]. This
new study has shown that a modification to the receiver
structure in DWMT allows deployment of equalizers that
require only two taps per subchannel. Moreover, a blind
algorithm that can be used for adaptation of such equal-
izers has been proposed. Extensive computer simulations
presented in [7, 8] show that the proposed blind equalizer
converges to one of its global minima if initialized prop-
erly. In another study [9], we derived analytical expression
for the performance function of the blind equalizer, found
it has four critical points, from which two are global min-
ima. However, the nature of the other critical points could
be only studied graphically. In this paper, we complete our
study by proving that the latter are saddle points.

2. SYSTEM MODEL

The multicarrier modulation system that has been proposed
in [7, 8] is based on the assumption that the number of sub-
channels is sufficiently large so that each subchannel can
be approximated by a flat gain. With this assumption, each
subchannel of the system may be modeled as in Fig. 1. The
input to the subchannel is a complex variable whose real
part is the transmitted PAM signal, s(n), and its imaginary
part, u(n), arises from intersymbol interference (ISI) from
the same subchannel and interchannel interference (ICI) from
the adjacent subchannels. Since u(n) is a combination of
a large number of random variables (ISI and ICI compo-
nents), it is shown in [7, 8] that it can be approximated by
a Gaussian random variable with the same variance as s(n)
but independent of s(n). The channel is modeled by the
complex gain hg + jhs and the channel noise is vg(n) +
jvr(n). We assume that vg(n) and vr(n) are independent
Gaussian noise with variance 2. Re(+) denotes taking the
real-part of.

3. BLIND EQUALIZATION

Exploring Fig. 1 reveals that ignoring the noise term, the
equalizer role is to adjust the phase of the received signal
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Fig. 1. System Model

such that its real part contains the PAM portion of z(n) only.
At the same time, the magnitude response of the equalizer
adjusts and recovers PAM symbols to the desired amplitude.

Noting these and following [6], in [7, 8] the following
cost function has been defined

§=E[(lym)lF -

where E[-] denotes statistical expectation, p is an integer
and R is areal-valued constant. A least-mean-square (LMS)
type algorithm has also been proposed for adaptation of wg
and wr. Moreover, the choice of p = 1 has been recognized
appropriate for this application [7, 8]. In the next section,
we present a thorough analysis of the cost function £ and
theoretically confirm the predictions made in [7, 8] through
computer simulations. Because of the limited space, here,
the analysis is given only for the case of binary symbols
where s(n) = £land R = 1.

R)?] (1)

4. PERFORMANCE SURFACE

For p = 1 and binary symbols s(n),
¢=E[(ly(n)] - 1)*. @)

From Fig. 1,we obtain the expansion y(n) as

ym) = [st) —un) ]H[Zf]
RO B Il B
where H = };l}; _h};I

Direct substitution of (3) in (2) leads to a rather com-
plex expression to analyze. This complex analysis, fortu-
CR ] - [ wE
Cr wr
—vr(n) JH™L. Sub-

nately, can be avoided if we define

and[ vg(n) —vi(n) ]=[ vr(n)
stituting these in (3), we obtain

y(n) = (s(n) + vg(n))er — (u(n) +vi(n))er. (4

We can now proceed with a less complex analysis of the cost

function (2) in terms of the modified tap weights cg and c;.
Before we proceed with our analysis, the followings worth

noting. The matrix H satisfies the identity HTH = (h% +

h?)I, where the superscript 7' denotes transpose and I is
the identity matrix. This implies that transformation by H
rotates the variable axes and scales them with a factor of
V/h% + h3. It thus does not change the shape of the perfor-
mance surface associated with the cost function £. It only
rotates and scales the performance surface. Hence, analy-
ses of £ in terms of the variables (wg,wr) and (cg, cr) are
equivalent.

Substituting (4) in (2), expanding the results, and noting
that s(n) = £1 and the random variables s(n), u(n), v (n)
and v} (n) are independent of one another,' we obtain

E=Q0+o0)cp+Q+ou)ci+1=2E[ly(n)] (5

where the variance of u(n) is 1 and 02, = o2 /(h% + h?) is
the variance of v (n) and v;(n). Assuming that the binary
symbols s(n) are equally distributed, we can obtain

R
v c
Elly(n)|] = ZCR/ f(z)dz + 2af(7R). (6)
0
where f(z) = \/#2—#6"”2/ 2 is the probability distribution

function (PDF) of a standard normal distribution, and

o= \/af,c%c—k (o

Substituting (6) and (7) in (5), we obtain

2, 4 1), )

fzc%3+02+1—40R/7 f(x)da:—4af(%2). (8)
0

This is the performance function of the blind equalizer with
respect to variables cg and c¢;. By direct inspection of (8),
one can see that £ is symmetric with respect to both ¢y and
1 axes.

To find the critical (minimum, maximum and saddle)
points of the performance surface £, we set the derivatives
of & with respect to c¢g and ¢y equal to zero. This, after some
manipulations, leads to the following equations [9]

( CR—Z/ f 20'1/’6}02..)“(%) -0 (9)
er — 2@ =0 (10)

!The independence of v}(n) and v}(n) follows from the indepen-
dence of vg(n) and v7(n) and the orthogonality of H.
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By direct substitution and recalling (7), one can confirm that
the following pairs are four distinct solutions to (9) and (10):

1
2[5 f(z)dz + 2(7,,rf(01—,)
:*: v
1+ (7,2,,

(1)

C[ZO, CR =

2
V2r(oZ +1)

In [9], it is shown that these are the only possible solutions
to (9) and (10).

Next, we study each of the solutions (11)-(12) to find
out they are maximum, minimum or saddle points. To this
end, we evaluate the second derivatives of £ with respect to
cg and ¢y and obtain that for (11),

cr=0, cr==% (12)

%€ %€ %€ ¢ 8%\’

52 >0 53 >0 2 5e - (acRacI> >0, (13)
and for (12),

o6 e Pede [ €\
2= 52>% 5202~ (6cR801) =0- 19

The inequalities (13) imply that (11) are minimum points
of the performance surface. The inequalities (14), on the
other hand, predict that (12) are either saddle or minimum
points of the performance surface. In [9], a study of the
latter points has been carried out by visualizing the perfor-
mance surface and predicting that they are saddle points.
In the following section, we mathematically prove that the
solutions (12) are in fact saddle points of the performance
surface.

5. SADDLE POINTS OF THE PERFORMANCE
SURFACE

To prove that the solutions (12) are not minima of the perfor-
mance surface, hence are saddle points, we recall the sym-
metry of £ with respect to cg and ¢y, choose one of these
solutions, and show that on any circle that is centered at this
solution and has an arbitrarily small radius, there exists at
least one point for which & is smaller than its value at the
center of the circle.
We define cg =
Yo = \/#W’ and note that {cg,cr} with r = 0 is
one the solutions (12). We will show that given any positive

number e, there exists a set of {6y, o} with 7y < € so that
&l r=r¢.0=0, < &|r=0. To this end, we define

J = §_§|r:0
= ch+0’—ap+400f(0)

—den /T F(z)de — 4o (R,
0 ag

rcosf and ¢y = yo + rsind with

15)

where g9 = 0|r=0 = Yo/ (% + 1). Choosing 6 such that
sinf = —ﬁ and applying it in (7), we obtain, after some
straightforward manipulations,

)

(18)

o? =0k -k (16)
Using (16), (15) becomes
7 c
J =400 f(0) — 4cR/ f(z)dz — 4af(;R). (17)
0
Applying Taylor series, we obtain, for 0 < <& < 1,
[3:3
Jo© f(@)dz > f(0) (& - 5(2)° + 40( ) - %(7") )
and f(%2) > £(0) (1= 5(2)” + §(2)* — 45(2)°). Sub-
stituting these in (17), we obtain, for 0 < <& < 1,
c ct 8 8
—4 — R _ "R R __ _°R
Jo< 410 (" 70 % 36 T 2403 T 2400° 33607
< —4f(0) (000 +
0" 920 2403
. 2£(0) 2 2 0‘11%
= . (20 2000 + cp 1252
£(0)(og — 0)? .
_ _fO)(o o) )(623 ) (120% — (00 + 0)?)
f(0)(o0 —0)? :
< _T (120’2—40'02)
2£(0)(o0 — 0)?
= —T (20'2 — C%{) .

where the fourth line follows from (16) and the fifth line
follows from og > a which is implied by (16). This shows
that J < 0 when ¢% < 202. To complete our proof, next
we show that this condltlon can always be satisfied when r
is arbitrarily small.

Considering the assumptions we made in above deriva-
tions, we summarize the sufficient conditions for J < 0 to
be {sinf = —57-,0 < <& < 1}. For small values of r, one
can always find a real angle # that satisfies the condition
sinf = —ﬁ since yo = m is non-zero. On the
other hand, the condition €2 < 1 implies ¢, < o, which
is satisfied for small r, since cg = 7 cos 8 and from (16) we
observe that 02 & 03 = y3(02, + 1). This in turn implies
that for the selected 6, c%, < 202 is always true, and thus
J <O0.

Fig. 2 presents an example of the performance surface
&, for the case where o,» = 0.01. This figure clearly shows
that the performance surface £ has two global minima (cor-
responding to (11)) and two saddle points (corresponding to

12)).
6. INITIALIZATION STRATEGY

We note that in an actual blind equalizer, it is the tap weights
wpg and wy that should be adapted. Hence the performance
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Fig. 2. An example of the performance surface.

surface is a rotated and scaled version of that shown in Fig. 2.

Of course the amount of rotation and scaling factor are un-
known. Hence, an arbitrary initialization of wg and wy may
coincide with a point on the performance surface that can
be trapped for some iterations near one of the saddle points,
and eventually converges to one of the global minima. If
we choose an initial point {wg, wr} near origin, after rotat-
ing and scaling, {cg, ¢r} should be also near origin, which
will converge to one of the global minima quickly. Fig. 3
presents four trajectories showing the convergence of the
blind LMS algorithm. The trajectories are time scaled by
stars which show convergence after every 50 iterations. As
seen, the two points that start from near the origin converge
to the global minima after about 100 iterations. On the other
hand, one of the points that is initialized to a point right be-
low a saddle point of the surface is trapped for many itera-
tions near this saddle point before finding its way towards
one of the global minima.

Fig. 3. Examples of trajectories of the blind LMS algorithm.

7. CONCLUSION

A thorough analysis of a recently proposed blind equalizer
[7, 8] was presented. A mathematical expression of the per-
formance surface that characterizes this blind equalizer was
developed and a limited analysis of it was presented in [9].
In this paper, we completed the latter study and proved that
the performance surface of the blind equalizer is character-
ized by two minimum and two saddle points.
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