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ABSTRACT

Spatial multiplexing in the downlink of wireless multiple antenna
communications promises high gains in system throughput. How-
ever, spatially correlated users and a limited number of antennas
at the base station motivates the need for a scheduling algorithm
which efficiently arranges users into groups to be served in differ-
ent time or frequency slots. In this paper we propose a novel tree-
based scheduling algorithm which successfully solves this prob-
lem achieving a close to optimum grouping strategy. The algo-
rithm has been tested with zero forcing beamforming techniques
and is based on a new metric for the user performance considering
the effect of other users present in the same group analyzing their
spatial features.

1. INTRODUCTION

The use of Space-Division Multiple Access (SDMA) on the down-
link of a multi-user MIMO wireless communications system can
offer a substantial gain in system throughput. The gain is due to
the fact that more than one user can be served using the same re-
source in time and frequency. When choosing a zero forcing (ZF)
beamforming technique and assuming perfect channel knowledge
at the transmitter, we guarantee that the data streams sent to differ-
ent users will not interfere with each other. The goal of a schedul-
ing algorithm is to arrange the users in groups such that all users
belonging to a group can be efficiently multiplexed in space, while
the different groups are served in different time or frequency slots.
As the size of a group grows, i.e., as more users are added to
a group, the SDMA gain grows. At the same time, however, it
will be increasingly difficult to find efficient modulation matrices
which fulfill the zero interference constraint. These two factors
play against each other, making the choice of the best grouping
allocation non trivial.

The novel grouping algorithm that we propose in this paper
is capable of organizing an arbitrary number of users into groups
based on their spatial properties. Different optimization criteria
can be employed, such as maximizing the system sum capacity or
guaranteeing a minimum data rate for all users.
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man Research Foundation (Deutsche Forschungsgemeinschaft, DFG) un-
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2. DATA MODEL

Let MT be the number of antennas at the transmitter, i.e., the base
station, and MR the total number of antennas for the K mobiles
on the downlink of a multi-user MIMO system. Assuming flat fad-
ing and considering one time snapshot, we can write the received
vector y at the MR receive antennas as

y = HMd + n ∈ C
MR×1, (1)

where the users’ individual channel matrices are stacked in H =�
HT

1 · · ·HT
K

�T
∈ C

MR×MT such that Hi is the channel matrix

for the i-th user. The column vector d =
�
dT

1 · · ·dT
K

�T
contains

the users’ data vectors. Assuming that r = rank{H}, the matrix
M ∈ C

MT×r is a modulation matrix containing the individual
users’ modulation matrices Mi such that M = [M1 · · ·MK ].
The elements of the noise vector n are i.i.d. complex Gaussian.
Let the matrix H̃i contain the channels of all users except for the
i-th, stacked as follows:

H̃i =
�

HT
1 · · · HT

i−1 HT
i+1 · · · HT

K

�T
. (2)

A zero forcing beamforming technique yields a modulation ma-
trix Mi whose columns lie in the common null space of all other
users, i.e., in the left null space of H̃i. As a consequence, the data
streams directed to the i-th user do not interfere with those sent to
other users, although, depending on the beamforming chosen, they
might interfere with each other, as for the block diagonalization
(BD) [1].

3. THE TREE-BASED SCHEDULING ALGORITHM

The aim of a scheduling algorithm is to allocate users in groups
such that all users belonging to the same group can be spatially
multiplexed via the beamforming algorithm, while different groups
are served in different time or frequency slots. The larger the group
the greater will be the gain achieved by the SDMA (Space Divi-
sion Multiple Access) scheme. Unfortunately, at the same time,
the zero interference constraint will increasingly impede the selec-
tion of efficient modulation matrices.

The algorithm is based on a metric function η
(j,k,...,m)
i ≥ 0

that measures the efficiency of the transmission to the i-th user
when grouped together with users j, k, . . . , m. We assume that the
maximum of η

(j,k,...,m)
i is achieved when the users’ signal spaces

are (spatially) orthogonal and η
(j,k,...,m)
i = 0 if user i has the same

signal space as all other users in the group. The metric function
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Fig. 1. An example for the tree-based scheduling algorithm: pos-
sible groupings of K = 5 users are generated based on a perfor-
mance metric.

can be an estimate of the channel capacity, of the SNR, or any
quantitative measure of the user’s performance. Section 4 proposes
such a metric for Zero Forcing beamforming techniques.

The algorithm consists of building a tree like the one depicted
in Figure 1. Let � denote the level of the tree, so that in the ex-
emplary tree we have � = 1, 2, . . . , 5. At the lowest level, corre-
sponding to � = 5, we have 5 groups, one for each user. Each level
� of the tree represents an assignment of users into � groups, as in-
dicated by the connecting lines. For instance, for � = 2 we have
two groups, the first being composed by users 1, 2, and 4. The re-
maining users form the second group. The tree can be constructed
following either a bottom up or a top-down approach.

In the bottom up strategy, we start from the roots of the tree.
The tree is built with an iterative procedure. At each step we have
one group less. This is achieved by merging two groups of the
previous level. In order to decide which of the

�
�

2

�
possible pairs

of groups to join we can follow different criteria. We can choose
the pair which penalizes its members the least in terms of their η
(in order to introduce a notion of quality of service). Alternatively,
we choose the pair which has the best average η over the number
of users in the group. For instance, in Figure 1, the � = 4 level is
derived by merging the first two users. Following the best average
criterion it means that 1

2
(η

(2)
1 +η

(1)
2 ) was the maximum compared

to all possible combinations of 1
2
(η

(i)
j +η

(j)
i ) for i �= j. Similarly,

for � = 3, we merge the group composed by 1 and 2 with the
group of user 4. Therefore the maximum, among all combinations,
is achieved for 1

3
(η

(2,4)
1 + η

(1,4)
2 + η

(1,2)
4 ).

Alternatively the tree can be obtained by starting from � = 1,
i.e., with all users in one group, and proceeding top-down. To
come to the next lower level, we split the group with the worst
average performance into two smaller groups. We could also opt
to divide the group containing the user with the worst performance
(by comparing the minimum ηi of all groups). We choose the
partitioning which yields the best two new groups. Once more
we make the choice based on the group performance.

The problem of finding the best number of groups to be used in
the scheduling is often worked around in other scheduling methods
such as in [2], where the number of groups is chosen to be equal to
the number of highly correlated users simply based on a threshold
decision. In [3] the problem is treated by imposing lower and up-
per bounds on the number of users per group to limit the number of
combinations to be tested, thus excluding possible optimum group
allocations. Our algorithm allows us to solve this problem, when
the metric η

(··· )
i is an estimate of the channel capacity or achiev-

able user rate. In this case it is possible to choose the number of
groups to be equal to the level � that has the best predicted overall
system capacity Ĉsys,�

Ĉsys,� =
1

�

K�
i=1

η
(··· )
i , (3)

where 1
�

accounts for the SDMA gain, and the i-th user’s perfor-

mance η
(··· )
i is computed with respect to the users present in his

group, denoted by the superscript (··· ). Note that as the groups be-
come larger, i.e., for smaller values of �, the SDMA gain grows.
However, at the same time, the individual performance η

(··· )
i will

presumably decrease, since the zero forcing constraint becomes
increasingly stringent.

Alternatively, if the metric η
(··· )
i is an estimate of the i-th

user’s SNR, then we can estimate the average SNR for the �-th
level, ρ̂sys,�, as

ρ̂sys,� =
1

K

K�
i=1

η
(··· )
i , (4)

and choose the highest level which achieves a target average SNR,
which corresponds to minimizing the transmit power.

In real world applications, a scheduling algorithm should avoid
unnecessary changes in the group assignment to keep the signal-
ing overhead low. Furthermore, it must be capable of dynamically
adding and removing users. We can achieve both using the follow-
ing procedure: the tree is calculated once at the beginning using
either the bottom-up or top-down method and the best solution is
stored. When the next channel estimate is available, we recalcu-
late the metrics for the current level and build one level above and
one below. In this way, at any given time, only three levels of the
tree must be computed and the tree will adapt itself dynamically to
the new system conditions. To add a user, we create a new group
for it at the current tree level and let the tree evolve as previously
explained. The same is done when one mobile leaves the system.

4. ESTABLISHMENT OF A NEW METRIC

In this section we propose a metric η
(j,k,...,m)
i that provides a

quantitative measure of the efficiency of the transmission to the
i-th user when this user is spatially multiplexed in the same time
or frequency slot with users j, k, . . . , and m. Our goal is to avoid
the calculation of the beamforming vectors during the scheduling
process, otherwise required in other grouping schemes, such as in
[4], where the exact user’s receive SINR is used as a metric.

In Section 2 it has been illustrated that any ZF beamforming
leads to a modulation matrix Mi which lies in the null space of
H̃i, which we will denote as Ñi. In other words, the i-th modu-
lation matrix is forced to excite only that part of the signal space
of Hi, denoted by H̊i, which lies in Ñi. The channel capacity of
the i-th user Ci, assuming perfect channel knowledge at both link
ends under the zero-interference constraint is

Ci = log2

�
det

�
I +

P

σ2
n · g

· H̊i V̊i Γi V̊
H

i H̊
H
i

��
, (5)

where we assume that P is the total power available at the trans-
mitter and P

g
is the power available to each of the g users present in

the group. The power of the noise is σ2
n and the matrix V̊i contains

an orthonormal basis spanning the row space of H̊i. The diagonal
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matrix Γi contains the power loading coefficients γi which are ob-
tained from the water pouring algorithm so that

�
γi = 1 as, for

instance, in [5]. The matrix I is an identity matrix of proper size.
The SNR of the i-th user, ρi under the same assumptions is

ρi =
P ·
���H̊i

���2

F

σ2
n · g

, (6)

where ‖ · ‖2
F

is the Frobenius norm squared.
We can choose either the channel capacity Ci or the SNR ρi

as our metric η
(j,k,...,m)
i . However their exact computation would

be prohibitive from the computational complexity point of view.
In fact, the equivalent channel H̊i is computed by projecting Hi

into Ñi via the projection matrix P̃
(0)
i

H̊i = Hi · P̃
(0)
i , with

P̃
(0)
i = Ṽ

(0)
i ·

�
Ṽ

(0)
i

�H

, (7)

where the columns of the matrix Ṽ
(0)

i are the vectors of an ortho-
normal basis spanning the left null space of H̃i. The more users
are in the group, the smaller will be Ñi thus reducing the power in
H̊i. The computation of P̃

(0)
i requires a Singular Value Decom-

position (SVD) for each user in each potential group considered by
the scheduling algorithm. In order to drastically reduce the com-
putational complexity we propose an approximation to compute
the projection matrix P̃

(0)
i .

Assume that Ñi is the common null space of users j, k, . . . , m.
Thus, Ñi is the intersection of the individual null spaces

Ñi = Nj ∩Nk · · · ∩ Nm, (8)

where Nj is the left null space obtained from the j-th channel.
Unfortunately, computing Ñi from the individual null spaces still
requires several SVD’s. However, the projection matrix into the

common null space P̃
(0)
i can be approximated with ˆ̃

P
(0)
i , obtained

by n repeated projections onto the individual null spaces Nj

P̃
(0)
i ≈ ˆ̃

P
(0)
i =

�
P

(0)
j · P (0)

k . . . · P (0)
m

�n

, (9)

where the projection matrix P
(0)
i on the i-th user’s null space can

be efficiently computed from the orthonormal basis V
(1)

i of the
user’s signal space with:

P
(0)
i = I − V

(1)
i (V

(1)
i )H . (10)

The approximation converges strongly to the exact solution, as de-
scribed in [6].

The approximation in equation (9) still requires K SVD’s, i.e.,
one for each of the K users, assuming that the mobiles employ
more than one antenna each. In order to reduce the complexity of
finding the complete basis V

(1)
i further, we use a rank one approx-

imation v̂
(1)
i , as proposed in [7]. We obtain it from the pivoted QR

decomposition of HT
i , so that HT

i Π = QR. The matrix Π per-
mutes the columns of HT

i such that the columns of Q are sorted
by their norm. The latter form a basis for the column space of
HT

i . By using an iterative QR algorithm such as Stewart’s SPQR
[8], we can already stop after the first column of Q is found. The
SPQR uses one additional column of the matrix in each iteration

to obtain one more column of Q. As a result, v̂i is simply the
normalized column of HT

i with the highest norm.
The approximation introduced in equation (9) further reduces

the computational complexity of building the tree. In fact, in higher
levels of the tree we can reuse previously calculated projection ma-
trices, since the same terms reappear.

The approximation allows us to efficiently estimate the power
contained in the projected channel H̊i, and from this quantity we
can easily estimate the SNR ρi as:

ˆ̊
H i = Hi ·

ˆ̃
P

(0)
i ≈ H̊ i (11)

ρ̂i =
P ·
��� ˆ̊
H i

���2

F

σ2
n · g

≈ ρi. (12)

In the scheduling algorithm, when considering the SNR as a
metric for the user’s performance we simply assign η

(··· )
i = ρ̂i.

Knowing the SNR is not enough to calculate the channel capac-
ity in a MIMO system. In fact, depending on how the power is
distributed among the eigenvalues of H̊i · H̊H

i we obtain a dif-
ferent channel capacity. In order to estimate the capacity without
computing equation (5), we can assume a fixed eigenvalue spread.
For Line Of Sight (LOS) scenarios the channels will have a low
rank and an uneven distribution is most probable. We then esti-
mate the capacity assuming that all the power is condensed in one
eigenvalue. The estimate for the channel capacity becomes:

ĈLOS
i = log2

�
��1 +

P ·
��� ˆ̊
H i

���2

F

σ2
n · g

	

� = log2 (1 + ρ̂i) . (13)

For a Non LOS case we choose the upper bound of the channel ca-
pacity, which corresponds to an equal distribution of power among
the eigenvalues

ĈNLOS
i = MR · log2

�
1 +

ρ̂i

M2
R,i



, (14)

where MR,i is the number of antennas at the i-th mobile. In the
latter case, each of the MR,i eigenvalue is assumed to have a power

equal to
��� ˆ̊
H i

���2

F
/MR,i, while the power loading allocates via the

waterpouring algorithm 1/MR,i-th of the power to each mode.
According to the channel to be treated we can choose for the metric
either η

(··· )
i = ĈNLOS

i or η
(··· )
i = ĈLOS

i .

5. SIMULATION RESULTS

The effectiveness of our methods is shown in Figure 3 with the
help of simulation results based on two different channel mod-
els. The uncorrelated channel, which we denote as Hw, is com-
posed of i.i.d complex Gaussian random variables with zero mean
and unit variance. The correlated channel is generated with the
IlmProp, a geometry based channel model developed at Ilmenau
University of Technology [9]. Both channels are computed for a
12× 12 system consisting of 6 users with 2 antennas, λ/2 spaced,
each. The scenario generated with the IlmProp is shown in Fig-
ure 2. The base station, mounting a Uniform Circular Array (UCA)
with 12 antennas, is placed in an environment with multiple clus-
ters of scatterers. The orientation of the mobile arrays is approx-
imately orthogonal to their trajectory. All users but the first one
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Fig. 2. Multi-User scenario generated with the IlmProp. The 6
users move around a base station mounting a 12 element Uniform
Circular Array. The mobiles have Uniform Linear Arrays with two
antennas each.

(U1) move only a few meters during the duration of the simula-
tion. The first user starts from a position very close to the second
user (U2) and travels towards U3.

Figure 3 depicts the Complementary Cumulative Distribution
Functions (CCDF) of the channel capacities computed as in equa-
tion (5), i.e, assuming the zero-interference constraint. The one
group solution achieves the worst capacity. An exhaustive search
over all possible grouping strategies is used to show the best achiev-
able rate. We plot for both channels the capacity curves obtained
following the proposed tree-based scheduling algorithm. For one
curve we use the estimate of the SNR as metric, for the other the
estimate of the capacity. The level is chosen based on the per-
formance obtained with the block diagonalization algorithm. The
plots show the significant gains obtained with a proper scheduling
algorithm, which are considerably greater in the case of the Ilm-
Prop channel. The reason is that the users in the IlmProp scenario
have strongly correlated channels, due to their position. When al-
located in one group only they will greatly interfere and thus the
modulation matrices chosen by the BD algorithm will not be effi-
cient. During our investigations we could establish that using the
approximation technique of repeated projections does not signif-
icantly change the resulting performance, even if only first order
projections are employed.

6. CONCLUSIONS

We introduce a novel algorithm to schedule the mobile stations
in the downlink of a MIMO system for zero forcing - space divi-
sion multiple access. The proposed tree-based algorithm is able
to reach a close to optimum scheme using either an estimate of
the user’s capacity or an estimate of the user’s SNR. Computa-
tional efficient techniques to compute these estimates have been
shown. The scheduling is capable of grouping an arbitrary num-
ber of users for several optimization criteria, such as maximizing
the system sum capacity or guaranteeing a minimum average SNR
minimizing the transmit power.
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