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ABSTRACT

The ability to determine the topology of worldwide telephone net-
works offers the promise of substantially improving their operat-
ing efficiency. This paper explores the problem of identifying the
topology of a telephone network using observations made within
the network. Using tomographic methods inspired by medical
imaging, we consider measurements made by transmitting probes
(e.g., phone calls) between network endpoints. In general, these
measurements alone do not suffice to reconstruct a unique net-
work, and in fact, there are many network topologies from which
the set of measurements could have been generated. We propose a
topology reconstruction algorithm based on correlating measure-
ments collected at different internal nodes, and identify conditions
under which correctness of the inferred topology is guaranteed.

1. BACKGROUND

The operation and planning of voice and data communication net-
works requires accurate information about their topology, and their
maintenance requires even more information, including understand-
ing of the loading and performance of network elements such as
switches, routers, and transmission links. This information has
traditionally been determined in a number of ways, ranging from
purely physical audit of the network, through active interrogation
of network elements, to using traceroute to probe the paths by
which IP packets flow.

Historically, the national telephone system was owned and op-
erated by a single company and similar tools did not even exist for
assessing telephone networks. With the recent explosion of the
telecom business the international telephone system is a combina-
tion of multiple wired and wireless networks. Like the Internet, no
single entity knows where all of the infrastructure lies or how calls
are exactly routed through it.

This paper examines the problems and opportunities associ-
ated with an alternative approach to assessing internal network
characteristics, that of using active probes through the network
which are passively observed in transit. Although this paper fo-
cuses on determining the topology of a telephone network, the
methods described here can be applied to packet-switched net-
works as well.

There is a growing body of literature on the topic of network
tomography, the concept of using packet probes through a net-
work to infer internal characteristics such as bandwidth, conges-
tion level, or to determine the network topology [1, 2, 3]. In strong
analogy to the medical imaging techniques from which they take
their name [4], most of these methods can be described as “active,

endpoint-to-endpoint” techniques since they send probes – typi-
cally in the form of IP packets – from one side of the network to
the other (see, e.g., [5, 6]).

The problem and technique studied in this paper differs in two
ways – one simple and one more fundamental – than those studied
in the existing network tomography literature. The simple differ-
ences: for probes we will use telephone call attempts from many
locations throughout the world instead of using IP “pings”. The
more fundamental difference here is that the sensors of the probes
are located somewhere in the middle of the network rather than at
the edge. Figure 1 illustrates this difference [7]. Additionally, un-
like tomography for medical imaging where probes (e.g., X-rays)
travel in roughly a straight lines and are attenuated monotonically
as they transit “the system”, telephone calls do not necessarily
travel in a straight line through the phone network and there is
no concept of measurable attenuation of a telephone call.

1.1. Problem Statement

To restate it concisely, the goal of this work is to infer a mean-
ingful representation of the telephone network topology given in-
formation about which trunks are transited by calls made between
known endpoints. For a given call, we know which trunks are tran-
sited but not the order of transit. We employ the standard graph
structure for representing the telephone network, with nodes in the
graph corresponding to switches (or public branch exchanges) and
links in the graph corresponding to telephone trunks.

Suppose that a subset of trunks in the network can detect when
they are used for a call between a known source and destination. In
what follows we refer to these trunks as measurement links in the
reconstruction graph, with the set of all measurement links denoted
by M. Let S denote the set of sources, and D denote the set of
destinations. Measurements are collected by placing calls from
a source s ∈ S to a destination d ∈ D, and recording at each
measurement link m ∈ M whether the call from s to d transited
m. A total of N measurements are made, j = 1, . . . , N .

Measurement links are directed, meaning that all calls tran-
siting a given link flow in the same direction. Additionally, for
each of the N calls we know which links in M are transited, but
we do not know the order they are transited in. We assume that
routing policies in the network are stationary during the measure-
ment period. Thus, if calls were repeatedly placed from source s
to destination d they would transit exactly the same internal links
each time. We will also assume that the measurements are perfect,
meaning that xm(j) = 1 if and only if call j transited link m. Fi-
nally, we assume that routes never contain cycles; a call will transit
any link in the network at most once.
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(a) Classical tomography – Both the probe transmit-
ters and receivers are at the edge of the network.
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(b) Internally-sensed tomography - Probe transmit-
ters are at the edge of the network and probes are des-
tined for receivers at the edge, but measurements are
made within the network.

Fig. 1. Difference between classical and internally sensed network
tomography. Nodes marked s are probe transmitters, and nodes
marked m are measurement points.

The measurement data for each source, destination, and mea-
surement link is summarized in a binary vector of length N . We
associate with each element e ∈ S∪D∪M a vector xe ∈ {0, 1}N ,
where xe(j) = 1 indicates that e was involved with the jth call.
Thus, for each s ∈ S , if xs(j) = 1 then s was the source of
call j. Similarly, if xd(j) = 1 then d ∈ D was the destination
of call j, and for m ∈ M, xm(j) = 1 indicates that call j tran-
sited measurement link m. Again, we emphasize that the nature of
these measurements is such that, e.g., we know measurement links
m1, m2, . . . appear in the jth call, but the measurements give no
indication of the order of m1, m2, . . . in the call path.

2. METHODOLOGY

The main challenge of this problem stems from the fact that we do
not know the order in which the observing links are transited for
a given call. Without the order and without additional information
which can be used to regularize the problem there will generally be
many networks which are consistent with a given data set. While

we would like to come up with a reconstruction which exactly re-
sembles the true physical network, this is generally not possible
without additional information or prior knowledge.

Given the collection {xe} for e ∈ S ∪ D ∪ M, we would
like to reconstruct the network topology which meets the following
criteria. First and foremost, the reconstructed topology should be
consistent with the measurement data. If links m1 and m2 are
transited in a call from s to d, then there should be a path in the
reconstructed network from s to d which includes m1 and m2,
and does not include any other links in M. Additionally, to the
greatest extent possible we would like the reconstructed network
to only reflect information gathered in the measurements. By this,
we mean that if no call originating at source s transited link m then
the topology inference algorithm should prefer networks which do
not make it possible to get to m from s.

Now, if we knew the order of measurement links in each path
we could reconstruct the network by connecting the observing links
in the appropriate order. Based on this idea, our approach to net-
work reconstruction is to try and estimate an ordering for the ob-
serving links, and then reconstruct the network accordingly. Intu-
itively, if measurement link m1 always observes calls being placed
from source s then it seems likely that m1 is located near s in the
network. Likewise, if calls made to destination d always transit
link m2 then we are inclined to think that m2 is located near d.
Measurement links which observe calls made to or from a variety
of sources or destinations are thought of as being near the center
of the network.

To make this more concrete, assume that the subgraph corre-
sponding to paths going from source s1 to every destination forms
a tree as depicted in Figure 2. From the figure it is clear that if
only these paths are used then a call made from s1 will not transit
m2 unless it also transits m1. On the other hand, it is possible
for m1 to be transited by calls which do not transit m2. Thus, we
expect more calls to transit m1 than m2. Now, suppose calls from
s1 are also observed on two other links, m3 and m4, but we do not
know their relative order. If more calls made from s1 transit m3

than they do m4, we infer that m3 is closer to s1 than m4. Sim-
ilar reasoning can be applied to ranking links’ relative distances
from a destination if we assume that the paths from all sources to
a specific destination form a tree in a complementary fashion.

s1

s2

d3

d4

d2

d1
m 1

m2

Fig. 2. Example network where the paths from a source to all the
destinations it calls form a tree. The bold links indicate the paths
taken by calls made from source s1 to each destination d1–d4.

2.1. The Reconstruction Algorithm

To avoid reconstructing a network which allows paths between
sources and destinations which were not observed, we begin the
reconstruction process with all sources and destinations as nodes
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connected to a “separator” node. We then compare the binary vec-
tors xm, xm′ for each pair of measurement links m, m′ ∈ M. If
xm = xm′ and m �= m′, there is an ambiguity in the measure-
ments. We will never be able to distinguish between m and m′

given the current data set. For the purpose of understanding the
structure of the network the precise order of m and m′ does not
matter, so we merge the two links and treat them as a single link in
our reconstruction.

Next, for each call, j = 1, . . . , N , we associate a value αj(m)
with each measurement link transited, as follows. Let sj be the
source and dj be the destination of call j. For each measurement
link m with xm(j) = 1, we calculate αj(m) = xT

sj
xm − xT

dj
xm.

Note that xT
s xm is equal to the number of calls from s which tran-

sited m, and xT
d xm is the number of calls which transited m on

their way to d. Thus, an αj(m) which is large and positive sug-
gests that m is closer to the source than it is to the destination.
Likewise, αj(m) large and negative suggests that m is closer to the
destination. To estimate the order of elements in the jth call, we
take measurement link m∗ = arg maxm∈M{αj(m)} and place it
closest to s. The measurement link with the next largest αj-value
follows m∗, and so forth, until all links are in order.

We then insert the measurement links, now in estimated or-
der, into the network by first connecting the separator node of the
source to the tail node of the measurement link with the greatest
α-value. If measurement link m2 follows link m1 in order (e.g.,
s → m1 → m2 → · · · → d), rather than merging the head node
of m1 with the tail node of m2, we insert a ghost link between the
head and tail. This is to avoid creating paths in the reconstructed
network which were not observed. Finally, after all paths have
been inserted, we simplify the network by combining any links
which are in series. This has the effect of removing any “artifacts”
(e.g., separator nodes or ghost links which were unnecessarily in-
troduced). Figure 3 depicts various stages of the reconstruction
process for a simple example with two sources, two destinations,
and four measurement links. The measurements for this example
are presented in Table 1 below. Because we use separators and
ghost links to avoid introducing unobserved paths and then sim-
plify the network after inserting all calls, the order in which we
insert call paths into the reconstruction network before simplify-
ing does not effect the final inferred topology.

j s1 s2 d1 d2 m1 m2 m3 m4

1 1 0 1 0 1 1 0 0
2 1 0 0 1 1 0 1 1
3 0 1 1 0 1 1 0 0
4 0 1 0 1 1 0 1 1

Table 1. An example set of measurements for the reconstruction
depicted in Figure 3. Columns correspond to xe for each element.

To further explore the performance of the reconstruction algo-
rithm we have experimented with reconstructing larger networks.
Figure 4(a) depicts a ring-topology network with four sources, four
destinations, and eight measurement links. Calls are placed from
each source to every destination. For this example the algorithm
returns the correct topology (which is the one shown). To get a
feel for how sensitive the procedure is to the amount of measure-
ments available, we repeated the same experiment but without tak-
ing measurements on links m1 and m2. The resulting reconstruc-
tion topology, shown in Figure 4(b), illustrates that the technique
still works moderately well, with the additional presence of some

s1

d2

d1

s2

m1

m3, m4

m2

(a) Merging links when xm = xm′

s1

d2

d1

s2

m1

m3, m4

m2

(b) After inserting paths. Dashed lines correspond to ghost links.

s1

d2

d1

s2

m1
m

3 , m
4

m 2

(c) After simplifying

Fig. 3. Reconstructing a network topology for the example mea-
surements given in Table 1.

ghost links as expected. Notice that two ghost links take the place
of each missing measurement link in an attempt to assure that no
paths exist in the network which were not measured.

3. DISCUSSION

The main principle guiding the design of our reconstruction algo-
rithm is that when a measurement link is transited often by paths
associated with a specific endpoint, the link is probably close to
that endpoint. There is ambiguity in link order when two measure-
ment links observe exactly the same set of calls. Beyond that case,
when routing in the network is such that the paths going from a
source to all destinations form a tree, we are guaranteed to cor-
rectly reconstruct the topology for the reasons discussed at the be-
ginning of Section 2. A natural question one may ask is whether
this situation ever arises in real life. One plausible situation where
the routing-tree assumption holds is when shortest-path routing is
used to determine call paths, with any ties resolved deterministi-
cally and identically for each path. Alternatively, if the network
has a ring or star-shaped topology then there is only a single route
from any source to any destination, and the assumptions hold.

However, in general, this condition is not necessarily true and
the reconstruction algorithm may return the wrong network. Of-
ten telephone networks are designed so that there will be multiple
routes between endpoints for robustness and efficient resource us-
age. We have proceeded with these somewhat unrealistic assump-
tions for the sake of taking an initial stab at the problem. In certain
cases we will be able to detect that the assumptions do not hold
from the measurements. For instance, if repeated calls are made
from a source to a destination, and different paths are measured on
different attempts we conclude that multiple routes are being used.
Also, suppose calls are measured from source s to multiple desti-
nations. If some of these calls transit link m1 but not m2, some
transit m2 but not m1, and some transit both m1 and m2 then the
paths from s to the destinations cannot form a tree and we know
that our assumptions are violated.
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(a) The true topology, reconstructed if data from all measurement links is available.

d1

m3 s4
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s3
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s2 d2

m4
s1

(b) The reconstructed topology if data from m1 and m2 is not available.

Fig. 4. Example of a more complicated network which we correctly reconstruct.

An example of a situation where we cannot detect that the as-
sumptions are violated is if the true network employs load balanc-
ing in the following manner. Consider the set of measurements
give in Table 2. The true topology could be the one depicted in
Figure 5(a) if calls to d1 get routed through m2 and m4 and calls
to d2 are routed through m3 and m5. Because all calls, regardless
of destination, go through both m1 and m6, it will appear to the
algorithm that they are closer to the center of the network than the
other links, and the algorithm will erroneously return the network
shown in Figure 5(b).

s1

s2 d2

d1m 2

m
3

m
4

m 5

m1 m6

(a)

s1

s2 d2

d1m2
, m4

m
3, m

5

m1, m6

(b)

Fig. 5. An example where our algorithm fails. Suppose (a) is the
true network. If all calls to d1 are routed through m2 and m4, and
all calls to d2 are routed through m3 and m5 then the algorithm
will return network (b).

We plan to address these issues in future work. Specifically,
we intend to investigate how additional information such as the
geographic location of measurement links or partial knowledge
of link order can be used to condition the problem and possibly
resolve ambiguities or detect the presence of load balancing-like
structures. We also speculate that the presence of multiple routes
between endpoints in fact provides more information about the in-

s1 s2 d1 d2 m1 m2 m3 m4 m5 m6

1 0 1 0 1 1 0 1 0 1
1 0 0 1 1 0 1 0 1 1
0 1 1 0 1 1 0 1 0 1
0 1 0 1 1 0 1 0 1 1

Table 2. Measurements for the example depicted in Figure 5

ternal network and plan to investigate exactly how this information
can be exploited in a network reconstruction algorithm.
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