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ABSTRACT

An efficient sub-optimal algorithm, called HIS (Hyperplane
Intersection and Selection) detection algorithm, is proposed
to solve the problem of joint detection of K users in a MC-
CDMA system. Compared to the existing solutions, the
proposed algorithm has three characteristics very attractive
for pratical systems. Firstly, it has nearly optimal perfor-
mance. Secondly, it has a low computational complexity
(O(K2) multiplications and O(K3) additions). Third, the
algorithm has an inherent parallelism. To our knowledge,
the HIS algorithm is not just an add-on to a previous existing
algorithm but a rather new decoding technic based on a sin-
gular value decomposition of the channel matrix H . After
giving the equation of the MC-CDMA multi-user detection
problem, the HIS algorithm is described. Its performance
is compared to known existing algorithms (ZF, MMSE, PIC
and Sphere Decoding). For a BER as low as 10−4, the HIS
algorithm introduces only 0.2 dB degradation compared to
the optimal Sphere Decoding algorithm for K = 16 users
againt 3.8 dB for the PIC (with two MMSE stages) algo-
rithm.

1. INTRODUCTION

Multi-Carrier Code Division Multiple Access (MC-CDMA)
was first proposed in [1] as a multiple access modulation
technique which combines the advantage of the Orthogo-
nal Frequency Division Multiplexing (OFDM) and the Di-
rect Sequence Code Division Multiple Access (DS-CDMA)
analysed and developed in [2] and [3]. AlthoughMC-CDMA
is an attractive candidate for future wireless communication,
a lot of challenges should be solved before it can achieve its
full potential. One of these challenges is the multiuser de-
tection design.

To overcome the multiuser interference introduced by
the transmission on a multipath channel, various single user
and multiuser detection techniques have been proposed [4].
Among them, the optimum multiuser detection, based on
a Maximum Likelihood (ML) exhaustive search [5], has a
prohibitive complexity, which grow exponentially with the
number of users. The techniques for multi-user detection in

MC-CDMA can be classified as linear or non-linear tech-
niques. A number of these techniques have evolved from
previous research for CDMA-based systems. A new sub-
optimal detection algorithm having low complexity for MC-
CDMA systems is proposed in the present paper. This algo-
rithm, called the Hyperplane Intersection and Selection al-
gorithm, has an important parallelism level which allows us
to predict an efficient hardware implementation. The pro-
posed algorithm can yield nearly a ML performance with
low computational complexity.

The paper is organised as follows: Section 2 describes
the synchronous MC-CDMA system and the correspond-
ing lattice representation. In section 3, a brief summary of
the various linear and non-linear multi-user detection tech-
niques are presented. The HIS algorithm is explained in sec-
tion 4. Complexity and simulation results for a MC-CDMA
system are presented in section 5 and compared to the per-
formance of some sub-optimum detection algorithms. Fi-
nally, some conclusions are drawn in section 6.

2. THE SYNCHRONOUS MC-CDMA SYSTEM
MODEL

Let us consider a synchronous MC-CDMA system with K
users as described in [6]. At time t, the transmitted symbol
xk(t) of the user k is spread by a signature ck = (ck1, .., ckL),
which has good cross-correlation properties with other sig-
natures. In this paper, signatures belong to an orthogo-
nal Walsh-Hadamard set of size L. The L obtained chips
are transmitted on the L different sub-carriers of an OFDM
modulation symbol. Let sk(t) denote the modulated signal
filtered by a frequency selective multipath channel. After
addition of interfering user signals

∑
p�=k sp(t) and Addi-

tive White Gaussian Noise, an OFDM demodulation is per-
formed. The channel is assumed non frequency selective on
the sub-carrier bandwidth.

In downlink, all users share the same channel defined by
H(t) = diag(h1(t), .., hL(t)). At each time t, the coeffi-
cients hq(t) where q ∈ {1..L} are modeled by independent
Gaussian random variables of variance 0.5 per dimension.
The L×K matrix combining the spreading and the channel
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effects for all users can be expressed as:

C(t) =

⎛
⎜⎝

c11h1(t) . . . cK1h1(t)
...

...
...

cLLhL(t) . . . cKLhL(t)

⎞
⎟⎠

At time t, the received vector R(t) = (r1(t), .., rL(t))T

may be written as:

R(t) = C(t) × D(t) + B(t) (1)

where vector D(t) = (d1(t), .., dK(t))T contains the K
transmitted symbols (4-QAM constellation will be used) and
B(t) = (b1(t), ...., bL(t))T is the AWGN vector with vari-
ance σ2 per dimension. We assume perfect knowledge of
the channel state information (CSI) by the receiver. Equa-
tion (1) can be expressed in the real domain as:

Y (t) = H(t) × X(t) + ν(t) (2)

where:

H(t) =
[

re(C(t)) −im(C(t))
im(C(t)) re(C(t))

]

X(t) =
[

re(D(t)) im(D(t))
]T

Y (t) =
[

re(R(t)) im(R(t))
]T

ν(t) =
[

re(B(t)) im(B(t))
]T

re(V ) and im(V ) denotes respectively the real and the imag-
inary part of the vector V . Note that the rank of the matrix
H is generally 2 x min(L, K) so the colums of H formed
a basis vectors of a lattice lying in a 2K-dimensional space.

The optimal solution of (2) for minimizing the Bit Error
Rate (BER) is given by the ML decoder [2] which solves
the integer least squares (ILS) problem:

X̂(t)ml = argmin
X∈ξ

‖Y (t) − H(t).X‖2
2 (3)

where N = 2K and ξ = {−1, 1}N . The optimal block
symbol decoding via exhaustive search in (3) implies a com-
plexity of O(2N ) which is exponential in N .

3. REVIEW OF DETECTION ALGORITHMS

In the following, sub-optimal linear and nonlinear detection
schemes with reduced complexity are presented.

3.1. Linear detection

Linear multiuser detectors have been extensively studied
during the past decade [7]. Here, a linear transformation
is applied to the received signal in order to remove or at
least to reduce Multi-User Interferences (MUI). Recalling

the output of the matched filter XZF = (HtH)−1HtY =
X + (HtH)−1Htν. This receiver is called zero forcing de-
tector or decorrelator. A better strategy to suppress the MUI
is to minimize the Mean Squared Error (MSE) between the
actually transmitted symbols X and the estimates XMMSE .
The solution to this problem is known as a MMSE detector
and differs from the decorrelator only by adding the noise
power to the main diagonal of the matrix to be inversed
XMMSE = (HtH + σ2IN )−1HtY .

3.2. Nonlinear detection

To improve the performance of the multiuser detection, non
linearity techniques should be introduced. Nonlinear sub-
optimal multiuser receivers can be divided into three cate-
gories: decision feedback, multistage and other nonlinear
receivers. Successive Interference Cancellation receivers
[8], which are a subclass of decision feedback receivers,
can also be called ”re-generative” IC algorithms. It esti-
mates and regenerates the signal waveform of an interfering
user at chip level and subtract it from the received baseband
signal to enhance detection of other users. In the case of
Parallel Interference Cancellation PIC [9], which belongs
to multistage class, the transmitted signal of each user is
detected in parallel over a number of stages. There are sev-
eral other nonlinear techniques, which are less popular like
Semi-Define Programming SDP described in [10].

4. DESCRIPTION OF THE ”HIS” ALGORITHM

In this section, the proposed multiuser detection algorithm
is described.

4.1. Basic idea

In what follows, the singular value decomposition (SVD)
of channel matrix H = UΣV ∗ is used, where the diagonal
matrix Σ contains the singular values ({λp}p=1..N ) and the
matrices U and V contain, respectively, the left {up}p=1..2L

and right{vp}p=1..N singular vectors of H as columns. We
assume that the λm are indexed in increasing order. The
condition number cH = λN/λ1 ≥ 1 is the ratio of the
largest to the smallest singular value. For a poorly condi-
tioned channel cH is large. The occurrence of poorly chan-
nels is high enough to cause a significant degradation of the
average performance of the sub-optimal detection schemes
[11]. In ZF equalization domain, we can write XZF =
X + B̃ where X is the undistorted data corrupted by corre-
lated noise B̃ with covariance matrix CovB̃ = σ2V Σ−2V ∗.
The contour surfaces of the probability density function
of B̃ are hyperellipsoids of which the pth principal axis is
given by the pth singular vector vp with a length propor-
tional to σ/λp. Thus, the optimal solution point Xsol of (3)
can be far from the XZF point if the line (Xsol, XZF ) has

III - 878

➡ ➡



roughly the same direction than one of the dominant axis
noise. Thus, the idea is to select a subset I of ξ that contains
the closest point to the first D dominant axis noise. This se-
lection is performed by a simple geometrical method, i.e.,
intersection of a line and an hyperplane. Then, the point of I
are evaluated and a local search is performed in the vicinity
of the best one.

4.2. The algorithm

In the following, we give all steps of the HIS detection algo-
rithm with parameters D (the number of studied dominant
axis noise) and M (the number of selected candidates):
Input: the received vector Y , the channel matrix H .
Output: a nearly ML solution Xsol of (3).
Pre − processing: Find the D singular vectors (vp)p=1..D

associated to the smallest singular values of the channel ma-
trix H . Compute the D × N values (1/vp(i)) and compute
H−1. Note that this pre-processing step is performed only
once for every new channel matrix H .
Step1: perform a ZF step: XZF = H−1 × Y .
Step2: generate the D references lines {�1, ..,�D} de-
fined by the point XZF and vectors {vp}p=1..D.

�p : {Z ∈ RN/Z = XZF + αvp, α ∈ R} (4)

Step3: create D subset Ip = sign(C ∩ �p) where C =
{∪s=−1,1

i=1..N P(i, s)) and P(i, s) is a hyperplane defined by
{x ∈ RN/x(i) = s }. Let us study the intersection be-
tween a given line �p and hyperplane P(i, s). Using (4),
the problem is to find αs

p,i i.e.:

αs
p,ivp(i) + XZF (i) = s (5)

The intersection between a line and an hyperplane generates
two cases of study:
- If vp(i) �= 0: αs

p,i = s−XZF (i)
vp(i) then {P(i, s) ∩ �d)} =

αs
p,ivd + XZF = Ls

p,i. The returned point is L̃s
p,i the pro-

jection of Ls
p,i on {−1, 1}N .

- If vp(i) = 0 then the returned point is simply the projec-
tion of XZF on {−1, 1}N . Thus Ip = ∪s=−1,1

i=1..N L̃s
p,i con-

tains at most 2N points. Eventually, suppress the redundant
points.
Step4: evaluate the euclidean distances between Y and
H × X for all X ∈ Ip where p ∈ {1, .., D}.
Step5: from each subset Ip, extract the M points hav-
ing the minimum euclidean distance to generate the set of
M ×D pointsL. Eventually, suppress the redundant points.
Step6: use each point X ofL as a starting point of a greedy
search G of the minimum euclidean distance
Step7: select Xsol as the point with minimum distance in
G(L).
The principle of the greedy search is simple: starting from

X , all neighbour constellation points at an euclidean dis-
tance of 1 from X (i.e. N points) are evaluated. If X has
the smallest euclidean distance the process is stopped, other
wise, the best point is selected and the process is re-iterated.
Note that, since only one coordinate changes between two
distance evaluations, important computation saving can be
obtained (from O(N 2) to O(N)). Let us give an example
to clarify how the algorithm operates. The parameters used
by the HIS algorithm are N = 4, D = 1 and M = 3:

H =

⎛
⎜⎜⎝

−1.01 −1.43 0.30 −0.09
−0.12 −1.02 0.72 −0.55
−0.21 −0.92 0.97 −0.32
0.68 1.17 −0.34 −0.72

⎞
⎟⎟⎠

Xe =
[

1 1 1 1
]T

ν =
[

0.18 0.50 −0.67 0.53
]T

Y =
[ −2.05 −0.48 −1.16 1.33

]T

The coordinates of Y with respect to the lattice are XZF =
H−1Y = [2.83,−0.86,−1.37, 0.06]T . The first dominant
axis noise vector v1 can be found using the SVD decompo-
sition of matrix H . The algorithm generates a subset I1

of all intersection points between the line �1 defined as
(4) and C (step 3). In this example, the generated subset
is I1 = [X1, X2, X3, X4]. For all points Xi ∈ I1, the al-
gorithm calculates the cost function ‖Y − HXi‖2

2 where
i ∈ {1..4} and sorts them in ascending order:

Point coordinates ‖Y − H × Xi‖2
2

X1 [1, 1, 1,−1]T 2.90
X2 [1, 1,−1,−1]T 3.95
X3 [−1, 1, 1,−1]T 8.04
X4 [1,−1,−1, 1]T 9.48

Finally, step 7 gives:

Point coordinates ‖Y − H × G(Xi)‖2
2

G(X1) [1, 1, 1, 1]T 1.01
G(X2) [−1, 1,−1,−1]T 2.43
G(X3) [−1, 1,−1,−1]T 2.43

The HIS generated solution is Xsol = G(X1) = Xe which
has the minimum euclidean distance. Note that G(X2) =
G(X3)

5. COMPLEXITY AND PERFORMANCE OF ”HIS”

In this section, we give the complexity in terms of basic
arithmetic operations required by the HIS algorithm and we
evaluate its performance.
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5.1. Computational complexity

The HIS computation complexity depends on the parame-
ters D and M . Let L = K and N = 2K for simplic-
ity. The algorithm can be subdivised in two parts. First a
pre-processing, dependent only on a channel matrix H and
second a processing which depends on the received vector
Y . The HIS algorithm has a low computational complexity
8DMK3 real additions and 8DMK2 real multiplications.
Note that the SVD decomposition can be done in 4DK 2 if
the method proposed in [12] is used. The HIS algorithm has
two advantages comparing to the Sphere Decoding (SD).
Firstly, the algorithm SD is lower bounded by an exponen-
tial function in K [13]. This proves that the expected com-
plexity of SD can not be polynomial. Secondly, the SD is a
sequential algorithm but the proposed algorithm HIS over-
comes this problem, since it is essentially parallel. In fact,
the D dominating axis noise can be processed in parallel, in
each direction each point of the list Id can be determined
and evaluated in parallel. Once L is obtained, all greedy
search function G can be performed in a parallel way. Note
that, the G function is iterated only one to two times.

5.2. Simulation results

Finally, simulation results are given and the bit error rate
performance of the proposed detection algorithm is presented
with comparison to those of ZF, MMSE, PIC and SD algo-
rithms. Fig. 1 shows the performance of HIS algorithm
in a Rayleigh fading channel for a fully loaded downlink
MC-CDMA system with K = 16 users and employing an
uncoded 4-QAM modulation. For a BER as low as 10−4,
the HIS algorithm D = M = 4 introduces only 0.2 dB
degradation compared to the optimal Sphere Decoding al-
gorithm againt 3.8 dB for the PIC (with two MMSE stages)
algorithm.

6. CONCLUSION

In this paper, a new efficient algorithm named ”HIS” is pro-
posed which approximately solve the NP-hard ILS problem
(3) with a polynomial-time complexity of O(K 3). Simu-
lation results show that the HIS detector introduced only a
small performance degradation compared to an ML detec-
tor. The inherent parallelism of the HIS algorithm allows
high throughput and low complexity decoder. The new ap-
proach method can be efficiently employed in the case of
Multiple Input Multiple Output (MIMO) system.
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