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ABSTRACT

The performance of MC-CDMA is limited by multiple ac-

cess interference (MAI). To mitigate this problem, equal

BER power control (PC) was proposed for MMSE-SIC re-

ceiver, which provides a powerful solution for MAI sup-

pression [1], wherein, the power distribution on different

users was derived under the assumption of perfect channel

state information (CSI) at the receiver. In practice, CSI is

obtained from channel estimation, in which errors are in-

evitable. Therefore, the analysis of the robustness of the

MMSE-SIC with the equal BER PC to channel estimation

errors (CEE) is of great importance. In this paper, a method

of second-order approximation is applied to estimate the

mean excess MSE (MEMSE) of different users in a given

decision order. The accuracy of the approximation is con-

firmed by simulation results. Furthermore, it is interesting

to find out that the MMSE-SIC receiver with the equal BER

PC presents significant robustness to CEE.

1. INTRODUCTION

Due to the robustness to frequency-selective fading and flexibility

of handling multiple data rates, MC-CDMA has become a promis-

ing candidate for future wireless multimedia communications [2].

However, its performance is limited by multiple access interfer-

ence (MAI). To mitigate this problem, equal BER power control

(PC) algorithm was proposed for MMSE-SIC receiver, which sup-

presses MAI effectively, resulting in a performance of a fully-

loaded system close to the single user bound (SUB) [1]. The power

distribution for different users was derived under the assumption of

perfect channel state information (CSI) at the receiver. In practise,

CSI is obtained from estimation, thus, channel estimation errors

(CEE) are inevitable. Therefore, it is very important to analyze of

the robustness of the MMSE-SIC with the equal BER PC to CEE.

In this paper, a method of second-order approximation is ap-

plied to estimate the mean excess MSE (MEMSE) of different

users in a given decision order [3]. A simple expression of the

approximate MEMSE is obtained and its accuracy is confirmed by

simulation results. Moreover, it is found that under small CEE, the

equal BER PC still benefits MMSE-SIC, making it robust to CEE.
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2. MMSE-SICWITH EQUAL BER PC

In quasi-synchronous uplink MC-CDMA, we assume total sub-

carriers and active users. The user is assigned with a spread-

ing code c of length .1 We consider a frequency-selective

Rayleigh fading channel with correlated fading across sub-carriers.

By using a cyclic prefix of proper length, flat fading can be ob-

tained over each sub-carrier. With the assumption of invariant

channel response during each OFDM symbol interval, the chan-

nel for the user, can be represented by an ( × 1) vector,

h = [ 1 2 · · · ] where each element is a complex

Gaussian random variable with unit variance

At the receiver, the output of the DFT during the OFDM

symbol interval can be expressed in a compact matrix form as

x ( ) = Hb ( ) + ( ) (1)

In (1),H = eC·A, where eC = [h1 ¯ c1 h2 ¯ c2 · · · h ¯ c ]
denotes the channel-modified spreading code matrix (¯ denotes
element-wise multiplication) and A = diag ( 1 2 · · · ) is
a diagonal matrix containing the transmit amplitudes of all users;

b ( ) = [ 1 ( ) 2 ( ) · · · ( )] contains all users’ transmit-

ted symbols, which are assumed BPSK modulated with normal-

ized power; The ( × 1) white Gaussian noise vector ( ) has
zero mean and covariance matrix 2 I where I denotes an

× identity matrix.

The MMSE-SIC can be performed using Cholesky factoriza-

tion (CF) of the positive definite matrix R = R + 2A 2

whereR =eC eC. The CF results inR = D2 with up-

per triangular and monic (having all ones along the diagonal) and

D2 = diag
¡

2
1

2
2 · · ·

2
¢
having all positive elements on its

diagonal.

By assuming perfect SIC (no error propagations), to achieve

equal BER after SIC for different users, the power allocation 2

was derived in [1], which can be expressed in a successive form as

2 =
2

1 1
( = 1)

2 =
2P 1

=1 | |2 2
( = 2 · · · )

(2)

where ,
2 2 and denotes the ( ) and ( )

element of R and respectively. With perfect CSI,R is com-

pletely known, while can be solved successively.

Since 2 [0 + ) ( = 1 2 · · · ) are proved to bemono-
tonically increasing with

£
2 +

¢
, then under a short-term

1The spreading codes are assumed linear independent, i.e., .
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power constraint P (0 + ) by using a simple search algo-

rithm, a unique power distribution a2† =
h

2†
1

2†
2 · · · 2†

i
can

be found, which satisfies P = 1 P
=1

2†
With error-free feed-

back of the calculated power allocation from the receiver to the

transmitter, the user will transmit with power
2†
, which ben-

efits SIC significantly.

3. MMSE UNDER PERFECT CSI

In this section, the expression of the MMSE under the perfect CSI

will be first introduced. With the assumption of perfect cancella-

tion, under SIC, the decision error of the user can be expressed

as2

=

Ã
w x

X
=1

+1 +1

!
= ef b w x (3)

In the above equation, w , [ 1 2 · · · ] and ef ,£
0( 1)×1 f

¤
represent the feedforward and feedback vectors

of the user, with f = [1 +1 · · · ] and 0 × denot-

ing an ( × ) zero matrix. The MSE of the user can be

expressed as

MSE , [ · ]

= ef Rbb
ef ef Rbxw

w Rxb
ef +w Rxxw (4)

where Rbb =
£
b · b

¤
= I Rbx =

£
b · x

¤
= H

Rxb =
£
x · b

¤
= Rbx and Rxx =

£
x · x

¤
= HH +

2 I

To minimize the MSE , the optimal forward and feedback

vectors are [4]

w = R 1
xxRxb

ef (5)

and

f =
R 1 u

u R 1 u
(6)

whereR =
0( +1)×( 1)

I +1

¸
R

0( +1)×( 1)

I +1

¸
withR = Rbb RbxR

1
xxRxb and u =

£
1 0( )×1

¤
The

resulting MMSE of the user can be expressed as

MMSE = ef Ref = f R f =
1

u R 1 u
(7)

with ef ,
£
0( 1)×1 f

¤
4. MEAN EXCESS MSE (MEMSE) UNDER CEE

4.1. Excess MSE (EMSE) under a given channel realization

with a certain CEE

After a certain channel estimation procedure, estimates bh can be

obtained for the user. Then, the CEE of the user is de-

noted as h , bh h with the assumption of k h k2 ¿

2Notice that the symbol with larger index will be detected earlier. Also,
for simplicity, the time index is omitted.

kh k2 ( = 1 2 · · · ) Under CEE, the “equal BER” power

distribution results in a distribution eA† different from A† that

is used under the perfect CSI Thus, bH , bC · eA† where bC =hbh1 ¯ c1 · · · bh ¯ c
i
and eA† = diag

³e†1 e†2 · · · e† ´withe† = † + ( denotes the amplitude difference for the

user.) By defining H , bH H it is clear that H =e† + ( = 1 2 · · · and = 1 2 · · · ).
In this case, the resulting “optimal” feedforward and feedback

vectors can be expressed as

bw = bR 1
xx
bRxb

bef (8)

and bf =
bR 1 u

u bR 1 u
(9)

where bRxx = bH bH + 2
I

HH + 2
I| {z }

Rxx

+H H + HH| {z }
Rxx

(10)

bRbx = bH
= H|{z}

Rbx

+ H| {z }
Rbx

(11)

bRxb = bRbx (12)

and

bR =
£
0( +1)×( 1) I +1

¤ bR 0( 1)×( +1)

I +1

¸
(13)

with bR=bRbb
bRbx

bR 1
xx
bRxb Similarly, by defining bR =

R + R and bR = R + R and using the well-known

first-order expansion

(X+ X) 1
X

1
X

1
XX

1
(14)

it can be shown that

R =
£
0( +1)×( 1) I +1

¤
R

0( 1)×( +1)

I +1

¸
(15)

with

R= RbxR
1

xx HR R H R
1

xxRxb (16)

Assuming perfect SIC, then under given CEE, the MSE of the

user can be expressed as

\MSE =
bef Rbb

bef bef Rbx bw
bw Rxb

bef + bw Rxx bw (17)

With the assumption of small CEE, by defining the first-order per-

turbations as w = bw w and ef =
bef ef the

\MSE can be approximated as [3]

\MSE MMSE + first-order error terms

+
h ef w

i ef
w

¸
| {z }

sec ond-order error term

(18)
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where =
Rbb Rbx

Rxb Rxx

¸
In equation (18), the “first-

order error terms” is identically zero due to the optimality of the

point
³
w ef ´

Therefore, the excess MSE (EMSE) under

CEE can be estimated by the second-order error term (SOT), which

is termed as a second-order approximation [3]. With mathematical

manipulations, the SOT of the user, can be expressed as

SOT =
³ef Rbx w Rxx

´
R

1
xx ·³

Rxb
ef Rxxw

´
+f R R

1
R f

f R f

MMSE
(19)

With the above equation, the EMSE of the user under a

given channel realization and a certain small CEE can be approxi-

mated by SOT .

4.2. MEMSE under a given channel realization

To derive a close form of theMEMSE (i.e., averaged over all CEE)

under a given channel realization, a similar mathematical manipu-

lation is used as proposed in [3].

By defining h ,
h
[ H]1 [ H]2 · · · [ H]

i
where

[ H] denotes the column of H the covariance matrix of

h can be expressed as

R h =
h
h h

i
(20)

If a matrix S could be found, which satisfies the following equa-

tion

SOT = h S h =
³
h S h

´
(21)

then, using the well-known property (AB) = (BA) the
following relationship between the MEMSE andR h can be con-

structed, which is given by

[SOT ] = h

h ³
h S h

´i
= (S R h ) (22)

To solve S , a new matrixW is introduced, which satisfies

w H = h W (23)

It can be shown thatW is a ( × ) matrix, which is given
by

W =

w 0 ×1 · · · 0 ×1

0 ×1 w · · · 0 ×1

...
...

. . .
...

0 ×1 0 ×1 · · · w

(24)

Also, by defining

g , [ 1 2 · · · ]

, ef H w (25)

it can be shown that

g = Ref (26)
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Fig. 1. MEMSE versus 0 of the 8 user.

Similarly, another ( × ) matrix G can be constructed,

which satisfies the following relationship

g H = h G (27)

where, the column of G can be expressed as [G ] =£
0( 1)×1 1 0( 1)×1 2 0( 1)×1 · · ·

0( )×1

¤
By using W and G and previous obtained results, the

MEMSE, under a given channel realization, can be expressed as:3

MEMSE |H = (S ·R h ) (28)

In the above equation, S , 1R
1

xx 1 + 2 2
3

MMSE
,

in which 1 = G W H 2 =W R G R 1
xxRxb

=
0( 1)×( +1)

I +1

¸
R 1

£
0( +1)×( 1) I +1

¤
and

3 = 4W g g W .

4.3. MEMSE averaged of all channel realizations

With equation (28), the MEMSE averaged over all channel real-

izations can be calculated as

MEMSE = H [ (S ·R h )] (29)

In equation (29), R h is difficult to know in advance, since the

statistic property of ( = 1 2 · · · ) is hard to estimate
due to the nonlinear calculation. However, as it will be shown

later from the simulation results that under small CEE, could

be assumed negligible.

Therefore,R h depends mainly on CEE and the power distri-

bution
¡
A†
¢2
, derived under the perfect CSI. With the assumption

of i.i.d CEE among different users and sub-carriers, R h can be

expressed as

R h

1 2

µ
I

³
A
†
´2¶

(30)

where 2 denotes the variance of CEE and denotes the Kro-

necker product. Therefore, the MEMSE, for the user, averaged

3Notice although the final results are similar as obtained in [3], the
formats of matrices are quite different due to the different problems.

III - 763

➡ ➡



2 4 6 8 10 12 14 16
0

0.05

0.1

0.15

0.2

0.25

User Index

M
E

M
S

E

MEMSE of Different Users (Eb/N0=10dB)

Theoretical approximation

Simulation results without decision errors

Simulation results with decision errors

Fig. 2. MEMSE of different users ( 0 = 10 )

over all channel realizations, can be simplified as

MEMSE
1 2

H

µ
S ·

µ
I

³
A
†
´2¶¶¸

(31)

5. SIMULATION RESULTS AND DISCUSSIONS

An Indoor Rayleigh fading channel model, with total bandwidth

100MHz and RMS delay spread 25ns is considered. The num-

ber of sub-carriers is chosen to be 16 and a fully-loaded MC-

CDMA system with = 16 is considered for all simulations.
Orthogonal Walsh-Hadamard codes are used as spreading codes.

A CEE model described in [5] is employed for simulations, by

which, the CEE among different users and sub-carriers are i.i.d..

The variance of the CEE on each sub-carrier depends on the SNR

of the pilot symbols and the ICI caused by frequency offset.

In Figure 1, the MEMSE (averaged over 100 channel realiza-

tions) versus 0 for the 8 user is shown. Under each channel

realization, 100 random CEE are produced and the results are av-

eraged over all CEE. From this figure, it is clear that the theoretical

derivation (equation (31)) matches the simulation result with per-

fect SIC very well, particularly in higher 0. Therefore, the

amplitude difference caused by CEE does not contribute sig-

nificant MEMSE, which confirms the assumption of ignoring it.

The actual simulation result with cancellation errors is also plotted

for comparison, from which, it is clear that for the 8 user, un-

der the equal BER PC, cancellation errors cause only slight extra

MEMSE at low 0

In Figure 2, the MEMSE of different users is shown under

0 = 10 . From this figure, the accuracy of the second-

order approximation is again confirmed. Also, it is very interesting

to find that under the “equal BER” PC, earlier detected user (larger

index) have smaller MEMSE than later detected ones (smaller in-

dex), therefore, the earlier detected users have a higher reliability

than the later detected ones, which can still benefit SIC. The can-

cellation error propagation among different users can also be seen

very clearly from this figure. For the later detected users, more

cancellation errors result in higher additional MEMSE.

In Figure 3, the average BER performance over 16 users under

CEE is compared with that under the perfect CSI by actual simu-

lations. From this figure, it is clear that the performances of the

MMSE-SIC with the equal BER PC or equal received power will

6 8 10 12 14 16 18 20
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BER Performance of MMSE-SIC with Equal BER PDC under CEE

Equal Receive Power (no CEE)

Equal Receive Power (under CEE)

Equal BER PDC (no CEE)

Equal BER PDC (under CEE)

SUB

Fig. 3. Average BER performance over 16 users of theMMSE-SIC

under CEE.

both be degraded under CEE. However, under CEE, the MMSE-

SIC with the equal BER PC still retains a significant performance

advantage over the MMSE-SIC with the equal received power. For

example, at a BER of 10 3 the performance advantage is around

4dB, which is even slightly better than the 3.5dB, obtained under

the perfect CSI. Therefore, from these observations, it can be con-

cluded that the equal BER PC makes the MMSE-SIC more robust

to CEE.

6. CONCLUSIONS

In this paper, the effects of CEE on the performance of the MMSE-

SIC with the equal BER PC is investigated. By applying a method

of second-order approximation, the MEMSE can be derived for

different users, under a given decision order and power allocation.

Under the assumption of ignoring cancellation errors, the accuracy

of the approximation is confirmed by simulation results. Further-

more, it is very interesting to find out that under small CEE, the

equal BER PC can still benefit MMSE-SIC, making it more robust

to CEE than the equal received power. Therefore, the MMSE-SIC

with the equal BER PC provides a very powerful solution for MAI

suppression in a practical MC-CDMA system.
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