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ABSTRACT

This paper proposes a simple and time non-consuming
method to predict at any iteration the performance of a turbo
equalization scheme using a soft-in/soft-out (SISO) Mini-
mum Mean Square Error (MMSE) / Interference Cancel-
lation (IC) equalizer and a SISO decoder. Gaussianity of
the extrinsic Log-Likelihood Ratios (LLRs) output by the
equalizer as well as the decoder is assumed. This paper
shows that the equalizer behavior may then be very reliably
predicted only by calculations (no simulations are needed)
whereas that of the decoder requires simulations for only
one independent input parameter. Comparison between the
proposed prediction method and plain simulations of the
overall turbo equalization scheme shows that our method
accurately determines the system performance at any itera-
tion.

1. INTRODUCTION

Turbo equalization (references in [1]) is a powerful mean to
perform joint equalization and decoding when considering
coded data transmission over frequency selective channels.
The association of the code and the discrete-time equiva-
lent channel (separated by an interleaver) may be regarded
as the serial concatenation of two codes. The turbo prin-
ciple may then be used at the receiver : the system perfor-
mance measured in terms of the Bit Error Rate (BER) is
improved through the exchange of extrinsic information be-
tween a SISO equalizer and a SISO decoder.
The goal of this paper is to predict the performance and

convergence behavior of such a turbo equalization scheme
at any iteration using a simple and time non-consuming
method. Perfect channel knowledge is assumed. We will
restrict ourselves to BPSK data modulation. The SISO
MMSE/IC equalizer presented in [2] for multiuser context
will be here used in a single user case. However, an exten-
sion of the proposed prediction method to both multiuser
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scenario and other linear equalizers is straightforward. A
SISO convolutional decoder using the BCJR algorithm (ref-
erence in [3]) will be considered in the sequel although any
other SISO decoder might also be used.
Various methods for predicting the convergence behav-

ior of turbo decoding schemes as well as parallel or serially
(references in [3]) concatenated codes have been previously
proposed. They are based e.g. on variance or signal-to-
noise ratio transfer analysis or extrinsic information trans-
fer chart (EXIT chart). Almost all of them require simula-
tions letting vary one input parameter for each of the two
devices involved in the turbo process. The only exception
to our knowledge is the calculation made in [4] of the out-
put variance transfer function of a parallel interference can-
celler assuming gaussianity of the non-cancelled multiuser
interference.
The prediction method proposed in this paper requires

simulations letting vary one parameter at the decoder input
only. Indeed, as we will show in the sequel, the equalizer
behavior may be accurately and totally predicted by calcula-
tions (so without any simulation) using simplifying approx-
imations. One of these is the gaussianity of the extrinsic
LLRs output by the equalizer as well as the decoder. This
approximation may be proved to be reliable by simulations
and has already often been used e.g. in [3]. Once the de-
coder has been simulated for some fixed parameters (con-
straint length, code rate,. . . ), our method enables to foretell
the performance and convergence behavior of the equalized
system given that decoder without further simulations for
any frequency selective channel. Performance with the ref-
erence AWGN channel or with perfect knowledge of a priori
information at the equalizer input may then also be directly
obtained.
Another interest of the proposed prediction method is

the following. Simulations of our overall turbo equaliza-
tion scheme reveal that unlike what is assumed in [3] with
iterative decoding the ratio between the mean and the vari-
ance of the LLRs at the equalizer input is not exactly equal
to 1/2. The behavior of our MMSE/IC equalizer may thus
be more accurately predicted using two independent input
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parameters (the mean and the variance of the input LLRs)
rather than one (e.g. the mutual information used in [3]).
Fortunately the computational method proposed in this pa-
per is able to deal with independent mean and variance of
LLRs at the equalizer input. It is all the more interesting as
simulations of the equalizer behavior with two independent
input parameters would be quite time prohibitive.
The sequel of this paper will be organized as follows.

Section 2 will introduce the system model. Our method for
predicting the performance of the turbo equalization scheme
will be explained in section 3. Section 4 will compare for
two types of channels the performance obtained with our
prediction method to that obtained by plain simulations of
the turbo equalizer. It will be observed that our method ac-
curately determines the system performance at any iteration.

2. SYSTEMMODEL

In this section, the transmitter model, the overall iterative re-
ceiver and the main equations of the considered MMSE/IC
equalizer will be successively presented. As almost no nov-
elty is introduced with respect to the equalizer of [2], only
the equations which will be useful for section 3 will be
given. The only change will be a more accurate expression
of the symbol estimate variance at the equalizer output. It
will appear in subsection 2.3.
Most notations used hereafter will be the same as in [1]

which extended to multi-level/phase modulation the SISO
MMSE/IC equalizer of [2]. However, as already said in
the introduction, we will here limit ourselves to BPSK data
modulation.

2.1. Transmitter model

The transmission scheme is the same as in [1]. A frame
of information bits uk is encoded by a rate-r convolutional
encoder. The resulting encoded bits xl are interleaved us-
ing a random permutation function to give the interleaved
coded bits xi. These bits are then mapped onto BPSK sym-
bols si ∈ {+1,−1} according to si = 2xi − 1. These
BPSK symbols are transmitted over the channel, which
is assumed to be static and perfectly known. At the re-
ceiver, matched filtering to the whole transmission chain,
symbol-rate sampling and discrete-time noise whitening are
successively performed. The channel may thus be rep-
resented by its equivalent discrete-time white noise filter
model, i.e. a causal discrete-time filter with coefficients
hj (j = 0, . . . , L) corrupted by white gaussian noise sam-
ples ni of variance σ2

n. The symbols ri at the output of the
channel may thus be expressed as ri =

∑L
j=0 hj si−j + ni.

2.2. Overall iterative receiver

The block scheme of the iterative receiver is more described
in [1]. It is a classical turbo-equalizer which consists of two

stages : a SISO equalizer and a SISO decoder separated by
a bit-deinterleaver and a bit-interleaver. Those two stages
exchange extrinsic information, on iterative fashion, in or-
der to improve the system performance. The decoder con-
sidered in the sequel will be implemented using the well-
known BCJR algorithm although any other SISO decoder
might be used.

2.3. Main equations of equalizer

As already said, the SISO MMSE/IC equalizer presented in
[2] for multiuser context will be here used in a single user
case. Only its main equations will be reminded. Defining
the equalizer length as N � N1 + N2 + 1, we introduce a
sliding-window model using the vectors

ri � [ri−N1 . . . ri . . . ri+N2 ]
T
N×1

si � [si−N1−L . . . si . . . si+N2 ]
T
(N+L)×1

ni � [ni−N1 . . . ni . . . ni+N2 ]
T
N×1 (1)

and the (N × (N + L))-channel matrix

H =

⎡
⎢⎢⎢⎣

hL . . . h0 0 . . . . . . 0
0 hL . . . h0 0 . . . 0
...
. . .

. . .
. . .

. . .
. . .

...
0 . . . . . . 0 hL . . . h0

⎤
⎥⎥⎥⎦ . (2)

At each time step i, we may then write

ri = Hsi + ni (3)

where ni ∼ Nc(0, σ2
nI), I being theN ×N identity matrix.

Let s̄i � E{si} and var{si} � 1 − s̄2
i denote respec-

tively the so-called a priori mean and variance of symbol
si which are computed as explained in [1] from the a priori
LLRs at the equalizer input. Using the following definitions

s̄i = [s̄i−N1−L . . . s̄i−1 0 s̄i+1 . . . s̄i+N2 ]
T (4)

Rss,i = diag[var{si−N1−L} . . . var{si−1} 1
var{si+1} . . . var{si+N2}]

wi = [HRss,iH
H + σ2

nI]−1He (5)

the symbol estimate ŝi is given by

ŝi = Re
{
wH

i [ri − Hs̄i]
}

(6)

where e denotes a length-(N +L) vector of all zeros except
for the (N1 + L + 1)th element, which is 1.
An efficient approximation (see [5] and reference

therein) leading to a complexity reduction of the equal-
izer and weak performance degradation may be obtained by
computing the mean a priori variance over the Ls transmit-
ted symbols in the frame

v � 1
Ls

Ls∑
i=1

var{si} (7)
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which enables to define a constant (i.e. independent of i)
matrix Rss = diag[v . . . v 1 v . . . v]. Consequently wi

calculated with Rss instead of Rss,i does not depend on i
either and will be denoted by w.
At the output of the equalizer, we assume that the esti-

mate ŝi is the output of an equivalent AWGN channel hav-
ing si as its input : ŝi = µ si + νi where νi is a real noise
and νi ∼ N (0, σ2

ν). Parameters µ and σ2
ν may be easily

calculated as follows

µ = wHHe (8)

σ2
ν =

σ2
n

2
(wHw) + Re(wHH)RssRe(HHw) − µ2. (9)

Equation (9) gives a more accurate expression of the sym-
bol estimate variance at the equalizer output than [2], which
turns out be essential for the prediction method described in
section 3. Reference [2] assumed for simplicity that the real
and imaginary parts of estimate ŝi = wH

i [ri−Hs̄i] (i.e. (6)
before taking the real part) had the same variance which is
not exactly the case. Reference [2] shows that in the case of
BPSK data modulation the equalizer outputs extrinsic LLRs
on the interleaved coded bits xi given by

LEQ
e (xi) =

2µ

σ2
ν

ŝi. (10)

3. METHOD FOR PREDICTING THE
TURBO-EQUALIZER PERFORMANCE

In this section, a simple method for predicting the perfor-
mance of the turbo equalization scheme will be developed.
The idea is to predict the behavior of the turbo equalizer
by solely looking separately at the input/output relations of
each constituent stage (equalizer, decoder). More precisely,
the mean and variance of the extrinsic LLRs output by each
of the two stages will be determined as a function of the
mean and the variance of their input LLRs, called a priori
LLRs. This will be done in the two following subsections.
Interleaver and de-interleaver do not of course affect those
input/output relations. Gaussianity of the extrinsic LLRs
output by the two stages will be assumed like in [3]. Simu-
lations may illustrate the validity of this assumption.

3.1. Predicting the equalizer behavior

The a priori equalizer input LLRs on the interleaved coded
bits are assumed to be Gaussian-like distributed

LEQ
a (xi) = µEQ

a si + nEQ
a,i (11)

with nEQ
a,i ∼ N (0, σ2,EQ

a ). It may be easily shown from
the definition of LLR that s̄i = tanh(0.5LEQ

a (xi)) and
var{si} = 1 − tanh2(0.5LEQ

a (xi)). Given this latter ex-
pression and (7), the mean of v calculated over the Gaussian

distribution of the equalizer input LLRs may be expressed
as

v̄(µEQ
a , σ2,EQ

a ) = 1 −
∫ +∞

−∞
tanh2

(y

2

) 1√
2πσ2,EQ

a(
1
2

exp
(−(y − µEQ

a )2

2σ2,EQ
a

)
+

1
2

exp
(−(y + µEQ

a )2

2σ2,EQ
a

))
dy

(12)

where the two terms in the integral accounts respectively
for si = +1 and si = −1. This integral may be computed
numerically for any values of µEQ

a and σ2,EQ
a .

If we assume long enough frames, the variance of v
around its mean may be neglected. Then we approximate
v by a constant value, namely its mean v̄(µEQ

a , σ2,EQ
a ).

Let now R̄ss denote matrix Rss when replacing v by
v̄(µEQ

a , σ2,EQ
a ), w̄ denote vectorw when replacing byRss

by R̄ss, µ̄ and σ̄2
ν respectively denote µ and σ2

ν when re-
placing Rss and w by R̄ss and w̄. Given ŝi = µ si + νi,
equation (10) and the previous definitions which consider µ
and σ2

ν as constants µ̄ and σ̄2
ν , the mean and variance of the

extrinsic LLRs output by the equalizer are given by

µEQ
e � E{LEQ

e (xi)|xi = 1} =
2 µ̄2

σ̄2
ν

(13)

σ2,EQ
e � var{LEQ

e (xi)} =
4 µ̄2

σ̄2
ν

= 2µEQ
e . (14)

They are both functions of µEQ
a and σ2,EQ

a via
v̄(µEQ

a , σ2,EQ
a ) and of σ2

n via w̄. The equalizer behavior
may thus totally be predicted by the preceding calculations
since we have expressed the mean and the variance of its
output LLRs as functions of the mean and variance of its
input LLRs and of noise variance. The computational com-
plexity of these calculations is very low since the sizes of
vectors and matrixes involved in calculations of µEQ

e and
σ2,EQ

e are small and independent of the frame length.

3.2. Predicting the decoder behavior

Unlike the equalizer, the decoder behavior may only be pre-
dicted by simulations. However, these simulations are not
too time demanding since they let vary only one parameter
at the decoder input : the mean of its a priori LLRs which is
assumed to be Gaussian distributed. Indeed, the a priori de-
coder input LLRs are the de-interleaved extrinsic LLRs out-
put by the equalizer. As we may see from (13) and (14), the
mean and the variance of these LLRs are not independent
since σ2,EQ

e = 2µEQ
e . Simulations of the decoder behavior

may thus be performed by letting vary with a certain step
the mean of its input LLRs from 0 up to a value regarded
as great enough. For each of these simulated values, the
mean and the variance of the extrinsic LLRs output by the
decoder are stored in a look-up table. As we are interested
in the system performance, the output BER corresponding
to each simulated value is also retained.
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3.3. Conclusion

As each constituent stage may now be characterized by its
input/output relations, the overall system performance and
convergence behavior may be easily predicted at any itera-
tion. Starting from null a priori equalizer LLRs at the first
iteration, the method proceeds then step by step by calculat-
ing (for the equalizer) or picking (for the decoder) the output
parameters as functions of the inputs. Once the decoder has
been simulated for some fixed parameters of the code, per-
formance of the equalized system may be predicted given
that decoder without further simulations for any frequency
selective channels. System performance with the AWGN
channel may also be obtained (case when h0 = 1 and
hj = 0 ∀j �= 0) as well as performance with perfect a pri-
ori information at the equalizer input. For this latter case,
var{si} and v̄(µEQ

a , σ2,EQ
a ) just need to be replaced by 0

everywhere in the previous equations since s̄2
i is then equal

to 1 ∀i. Actually it may be easily shown that with the cho-
sen equalizer those two cases are equivalent. The efficiency
of this prediction method will be illustrated in next section.

4. RESULTS

We consider a rate-1/2 convolutional encoder with
constraint length K = 3 and generator polyno-
mials [58, 78]. Decoding is performed with well-
known BCJR algorithm. In the sequel we con-
sider length-11 Proakis A channel [0.04,-0.05,0.07,-0.21,-
0.5,0.72,0.36,0.0,0.21,0.03,0.07] and length-5 Porat chan-
nel [2-0.4j,1.5+1.8j,1,1.2-1.3j,0.8+1.6j]. Both of them have
to be normalized. Simulations have been run for frames
of 1024 BPSK coded symbols and 6 turbo iterations. Fig.
1 shows for iterations 1 and 2 the BER versus Eb/N0 ob-
tained with Proakis A channel, N1 = 0 and N2 = 10. Fig-
ure 2 gives for iterations 1, 2 and 6 the performance ob-
tained with Porat channel, N1 = 3 and N2 = 7. In each
figure the solid curves represent the results obtained with
plain simulations of the turbo equalization chain whereas
the dashed curves are for results obtained with the proposed
prediction method. The dashed bold curves with circles
show the AWGN channel case or equivalently the perfect
equalizer a priori information case. In this AWGN case, the
curve obtained with pure simulations turned out to be indis-
cernible from that resulting from the application of the pro-
posed method. In both figures solid and dashed curves are
very close to each other and even tend to be indistinguish-
able which proves the efficiency of the prediction method.

5. CONCLUSION

This paper proposes a simple and time non-consuming
method for predicting at any iteration the performance and
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Fig. 2. Porat channel

convergence behavior of a turbo-equalization scheme. Ef-
ficiency of the method has been proved in section 4. An
extension of this method to multiuser [2] and MIMO [5]
turbo detection using the same kind of MMSE/IC equal-
izer is straightforward as the main equations of the equalizer
keep the same form (only the size and entries of the channel
matrix need to be changed) in those cases.
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