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ABSTRACT

In this contribution, code-aided parameter estimation is con-

sidered for bit-interleaved coded modulation with iterative

decoding (BICM-ID). The computational overhead caused

by the estimation is minimized by embedding the parameter

estimation into the iterative decoding. As will be apparent,

the performance of the estimation depends on the availabil-

ity of accurate symbol a posteriori probabilities (SAPP’s).
Since the decoder computes bit a posteriori probabilities

(BAPP’s), the SAPP’s are traditionally computed through

a straightforward bit-to-symbol probability conversion. For

advancedmappings which are optimized for BICM-ID, how-

ever, the latter method does not result in reliable SAPP’s.

Therefore a new method is proposed and simulation results

verify that the resulting iterative estimator-detector yields a

close to perfectly synchronized performance.

1. INTRODUCTION

In Ungerboeck’s trellis-coded modulation (TCM) [1], con-

volutional codes are designed to match the specific mod-

ulation scheme. On some channels, however, combining

modulation and encoding does not yield the best perfor-

mance. BICM [2], increases the time diversity of coded

modulation compared with TCM, improving performance

over fast-fading channels. This idea was later extended to

BICM with iterative decoding (BICM-ID), whereby the de-

coder and the demapper exchange information in order to

improve the performance [3]. When perfect channel state

information is available, BICM-ID experiences large cod-

ing gains and is able to outperform TCM on any channel.

The choice of mapping (i.e., how a group of bits is mapped

onto a complex constellation symbol) is recognized to be a

crucial design parameter for BICM-ID [4, 5].

Despite the potential high performance, BICM-ID sche-

mes turn out to be very sensitive to parameter errors [6].

Estimation based on a limited number of pilot symbols does

not provide sufficiently accurate estimates in order to ex-

ploit the potential coding gain [6]. Furthermore, existing

iterative code-aided estimation schemes ( [7, 8]) are so far

unsuccessful for BICM-ID when using advanced optimized

mappings. These estimation schemes, which are based on

the ExpectationMaximization (EM) algorithm, require the a

posteriori probabilities of the unknown transmitted symbols

and the latter are not directly obtained from the decoder.

The conventional bit-to-symbol probability conversion (ap-

plied in [7, 8]), which computes the SAPP’s as the product

of the corresponding bit a posteriori probabilities (BAPP), is

not very accurate when using advanced mapping schemes.

In this contribution, we propose a new method to compute

the SAPP’s. The improved performance of the estimation

scheme is illustrated through computer simulations.

2. SYSTEMMODEL

Let us consider the BICM-ID system depicted in Fig. 1. A

sequence of information bits is encoded by a rate � con-
volutional code and bit-interleaved by a random interleaver,

resulting in a sequence of � coded bits, � � � 
 � � � 
 � � � . The
coded bits are grouped in � blocks of � bits; the � -th
block is denoted � � � � � � � � � 
 � � � " � 
 � � � 
 � � � � � � . Then, � � is
mapped to a symbol & � having elements in the ' -ary signal
set ( , using a bijective mapping function ) * , - 
 � / 0 2

( , where ' � " 0 . We write
& � � ) � � � � � (1)

We assume that the symbols & � have a variance equal to; = � � � � � ; B
, where

; =
and

; B
denote the symbol energy

and energy per information bit respectively.

Let us further consider a general frequency-flat channel.

For sake of simplicity, we consider no timing or frequency

offset, but the derivation including these parameters is very

straightforward. The discrete time baseband received signalD � � F � 
 � � � 
 F I � can be written as:
F � � J & � L M N P R � (2)

where R � is a complex-valued AWGN process with varianceT U
. The channel parameters J and V represent the ampli-
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Fig. 1. BICM-ID system with embedded estimation.

tude and carrier phase offset respectively. We denote the

vector of parameters * + - . 0 1 3 .
The operation of the iterative detector is outlined in the

next section.

3. DETECTOR OPERATION

The detector consists of two main blocks: a demapper and

a decoder. First the symbol likelihoods (SLH) 4 6 7 9 ; < > @ * A
of the received signal are computed for all possible < > . These
are easily obtained for a channel model conform with (2)

4 6 7 9 ; < > @ * A + E G H > KK L > + O Q R ; < > A 0 * T
+ U W Q YZ [ ] ^ _ Q ` a _ b c d ] f g (3)

The demapper and decoder operate according to the turbo-

principle [3]. The bit likelihoods (BLH) 4 h 7 9 ; j > - k 3 @ * A
computed in the demapper (and to be forwarded to the de-

coder) are given by

4 h 7 9 ; j > - k 3 + n @ * A+ E ; H > q j > - k 3 + n 0 * A
+ U st _ v w _ x y z | }E ; H > q L > 0 * A E ; j > - � 3 0 g g 0 j > - k � � 3 0 j > - k � � 3 0 g g 0 j > - � 3 A
+ U sa _ � � � � 4 6 7 9 ; < > @ * A �y � �| y 4 b � � � ; j > - k � 3 A (4)

where U is a normalizing constant and � y} denotes the sub-
set of all symbols < > for which the k -th bit of the inverse
mapping O Q R

equals n (with n � � � 0 � � ); the product in
(4) is over the remaining bits of O Q R ; < > A . The extrinsic
probabilities 4 b � � � ; j > - k 3 A are fed back from the decoder (6).
Note that we assumed in (4) that the coded bits are inde-

pendent of the channel parameters E ; j > - � 3 0 g g g 0 - � 3 q * A +E ; j > - � 3 0 g g g 0 - � 3 A and that bits, mapped to the same symbol,
are independent because of the interleaver. The bit likeli-

hoods 4 h 7 9 ; j > - k 3 A computed in the demapper are deinter-
leaved and applied as a priori information to the MAP de-

coder. The decoder, operating according to the BCJR algo-

rithm [9], calculates the bit a posteriori probabilities (BAPP)4 h `     ; j > - k 3 A + E ; j > - k 3 q £ 0 * A . According to the turbo
principle, these can be factorized up to an irrelevant con-

stant U in an a priori and extrinsic part:
4 h `     ; j > - k 3 @ ¤ A + U g E ; H > q j > - k 3 0 * A E ; j > - k 3 A+ U g 4 h 7 9 ; j > - k 3 @ * A 4 b � � � ; j > - k 3 A (5)

again assuming E ; j > - k 3 q * A + E ; j > - k 3 A . From (5), we see
that the extrinsic probabilities of the code bits can be com-

puted as follows

4 b � � � ; j > - k 3 A + U 4 h `     ; j > - k 3 @ * A4 h 7 9 ; j > - k 3 @ * A 0 (6)

which means that 4 b � � � ; j > - k 3 A corresponds to the decoder
output-input ratio. The extrinsic probabilities are then inter-

leaved and fed back to the demapper (4). After convergence

of the iterative algorithm, decisions are made based on the

BAPP’s (5). Note that during the initial demapping step,

we set the extrinsic probabilities equal to 4 b � � � ; j > - k 3 A +� © ª . The system’s operation is outlined in the probability-
domain (for clarity), however, for reasons concerning com-

plexity and stability, the implementation is performed in the

log-domain.

4. EMBEDDED ESTIMATION

4.1. Parameter estimation

In this section, we propose a joint estimation and detec-

tion scheme for the iterative detector outlined above. The

idea is to embed the parameter estimation into the iterative

detection in order to minimize the computational overhead

caused by the estimation. This means that the parameter

estimates should be updated at the end of each detection it-

eration, using the information available at that time. For this

problem, we resort to the iterative EM algorithm [10]. The

problem has been addressed for turbo-coded systems with

Gray-mapped 8-PSK signaling in [8] and Gray-mapped 16-
QAM signaling in [7]. As will be apparent, the estimation

for our BICM-ID set-up with a general signaling is resem-

blant to these schemes, however calculation of the a poste-

riori symbol probabilities requires extra attention.

Assumewe have somehow obtained parameter estimates«* ­ ® Q R ¯
(from a previous iteration). The EM algorithm yields

the following parameter update equations (see [8] for more

details):

«1 ­ ® ¯ + ° ± ² ³ s < > ´ H > µ (7)

«. ­ ® ¯ + KKK ¶ · Q R> | ¸ < > ´ H > KKK¹
¶ · Q R> | ¸ < ´> < > º (8)
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where the first and second order moments are computed as

� � � �� � 
 � � � � � � � �
�

� � � �� � � � � ! "
� #� � � � �� � 
 � � #� � � � � � � �

�
� � � �� � � � � ! "

and where � � � � � + � � � �� � � � � ! - � 0 1 � � � � � 22 3 4 �� � � � � ! 5
denotes the SAPP conditioned on the parameter estimates�� � � � � !

. Note that the iterative detector does not compute

these symbol probabilities. In section 4.2, we will elaborate
on how these should be obtained.

At the end of each detection stage, the parameters are

updated according to ((7) and (8)). This yields little extra

computation since the estimation process is now embedded

in the detection scheme and the computation of (7) and (8) is

minimal compared to the BCJR decoding operation. Initial

parameter estimates
�� � 6 !
are obtained by means of a short

training sequence.

4.2. Symbol a posteriori probabilities

In the previous section, we pointed out that the estimation

algorithm requires symbol a posteriori probabilities to com-

pute the first and second order moment of the unknown

transmitted symbols. The detector, however, provides us

with a posteriori probabilities of the coded bits. Having
these BAPP’s, the SAPP’s are traditionally computed based

on a bit-to-symbol probability conversion [7, 8]:

� � � !� � � � + � � � � - � 0 + ; � = 3 4 � -
>� ?@A B � 0 + D � G H J = 3 4 � -
� ?@A B � � K � � � + D � G H J � � - (9)

One argues that because of the interleaver, the bits are in-

dependent and the joint probability 0 + ; � = 3 4 � - can be fac-
torized. However, this approach is not completely correct,

because of the conditioning on the observation 3 . Even if
the bits belonging to the same symbol are a priori indepen-

dent (e.g. uncoded), they will in general not be independent

when conditioned on 3 . Therefore we present a newmethod
avoiding the conditioning on 3 :

� � N !� � � � + � � � � - � 0 + ; � = 3 4 � -� R T 0 + 3 = ; � 4 � - 0 + ; � ->� R T � � U V + � � � � - ?@A B � � Y Z \ ] + D � G H J -(10)
Again, we assumed that bits belonging to the same sym-

bol are independent, but in contrast with (9), we do not as-

sume independence conditioned on the observation. Conse-
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Fig. 2. Symbol error rate based on the a posteriori symbol
probabilities for a perfectly synchronized system.

quently, soft-symbol computation according to (10) should

be more accurate.

5. NUMERICAL RESULTS

To illustrate the performance of the iterative detector with

embedded estimation (as depicted in Fig. 1 ), we consider

the joint estimation and detection of the parameters ^ and_ . We further assume 16QAM signaling, along with a rate �N
convolutional code with an interleaver size of ` a b d bits. We
consider both Gray-mapping and an optimized non-Gray

mapping [5]. First we evaluate the accuracy of the two algo-

rithms outlined above for the computation of the SAPP’s, by

means of a symbol error rate (SER) analysis. The SER is de-

termined based on the SAPP’s: the symbol with the largest a

posteriori probability is compared to the actual transmitted

symbol. Fig. 2 compares the SER resulting from the two

SAPP computation methods. For Gray mappings, hardly

any performance difference is observed between the two

SAPP algorithms. There is also little gain experienced by it-

erating between decoder and demapper for Gray mappings;

this is consistent with [3].

For an optimized non-Gray mapping, however, there is

a substantial difference between the two methods. Particu-

larly, in early iterations the newmethod outperforms the tra-

ditional bit-to-symbol probability conversion. In our com-

bined estimation and detection scheme, the reliability of the

SAPP in early iterations is important, because the accuracy

of the parameter estimates from early iterations strictly de-

pends on these. As will be apparent, poor estimates in early

iterations have a detrimental impact on the convergence.

Fig. 3 illustrates the performance of the embedded EM-
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Fig. 3. Bit error rate performance of the iterative detector
with embedded estimation of � and � .

based estimation scheme, compared to detection with per-

fect channel knowledge and estimation based on 8 pilot sym-

bols only (15 detection iterations in all scenarios). We note

that for Gray mapping the use of the new SAPP computation
method yield no significant performance gain. Hence, the it-

erative estimation schemes proposed in [7,8] are close to op-

timum when applied to Gray mapping. For non-Gray map-

pings, however, the performance gain of the new method

is huge. In fact, SAPP computation according to (9) does

not converge at all, while computation according to (10)

gives excellent results (only � � � dB degradation compared

to perfect synchronization). Note also that the benefit from

choosing an optimized mapping is lost when estimating the

parameters based on pilot symbols only. This again empha-

sizes the importance of code-aided estimation.

6. CONCLUSIONS

In this contribution, we have presented a code-aided esti-

mation scheme for BICM-ID. To limit the overhead caused

by the estimation, the estimation stages are embedded in the

detection stages. A new method is proposed to compute the

symbol a posteriori probabilities, which are required for the

parameter estimation. In the case of Gray mapping, the new

method and the traditional bit-to-symbol probability con-

version yield essentially the same accuracy. However, for

optimized non-Gray mappings, symbol error rate analysis

showed that the new method yields more accurate symbol a

posteriori probabilities, especially in early iterations.

The resulting detection with embedded estimation yields

a close-to-perfectly synchronized performance, while the

estimation causes little extra computational overhead.
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