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ABSTRACT

For full-duplex hands-free acoustic human/machine interfaces, of-
ten a combination of acoustic echo cancellation and speech en-
hancement in order to suppress acoustic echoes, local interference,
and noise is required. In order to optimally exploit positive syn-
ergies between acoustic echo cancellation and speech enhance-
ment, we presented in an earlier work a combined least-squares
(LS) optimization criterion for the integration of acoustic echo
cancellation and adaptive linearly-constrained minimum variance
(LCMV) beamforming [1]. In this contribution, we illustrate the
efficiency of the proposed solution in situations with high levels of
background noise and with time-varying echo paths and frequent
double-talk by speech recognition experiments.

1. INTRODUCTION

For audio signal acquisition in hands-free human/machine inter-
faces, adaptive beamforming microphone arrays can be efficiently
used for enhancing a desired signal while suppressing interfer-
ence and noise [2]. For full-duplex communication systems, not
only local interferers and noise corrupt the desired signal, but also
acoustic echoes of loudspeakers. For suppressing acoustic echoes,
acoustic echo cancelers (AECs) [3] are the optimum choice since
they exploit the available loudspeaker signals as reference infor-
mation.

For maximally suppressing local interference and echo sig-
nals, it is thus desirable to combine acoustic echo cancellation
with adaptive beamforming in the acoustic human/machine inter-
face. For optimum performance, a maximum number of degrees of
freedom should be available for echo and interference suppression
for the acoustic conditions which are met in practical applications.
The statistics of the signals and of the wave propagation range
from slowly time-varying to fast time-varying with wide ranges
of signal-to-noise (power) ratios (SNRs) and of signal-to-acoustic-
echoes (power) ratios (SERs).

In [4], a structure with the acoustic echo cancelers (AECs) in
the sensor channels (see Fig. 1) in front of the adaptive beamformer
(‘AEC first’) was identified as the optimum solution in terms of
maximum interference and echo suppression, since, after conver-
gence of the AECs, (a) all degrees of freedom of the adaptive
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beamformer are available for interference suppression, and (b) the
AECs generally provide higher echo suppression than the adaptive
beamformer. However, in practical situations, we often have to
deal with frequent double-talk between acoustic echoes and the de-
sired speaker and interference, so that the adaptation of the AEC is
difficult. In combination with highly time-varying echo paths, this
leads to reduced performance of the AEC and to reduced echo and
interference suppression of the combined system in turn. More-
over, one AEC is necessary for each sensor channel so that the
M-fold computational power, where M is the number of micro-
phones, is required at least for the filtering and for the filter update
compared to a single AEC. Even with moderate numbers of mi-
crophones (4 < M < 8), this is a limiting factor for the usage of
‘AEC first’ in cost-sensitive systems [4].
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Fig. 1. Combination of AEC and beamforming (‘AEC first’) [4, 5,

6].

For resolving these problems, combined optimization of the
AEC and of the adaptive beamformer would be the better solu-
tion. Ideally, this would allow to adapt the AEC during activ-
ity of the desired speaker and interference so that transient echo
paths can be optimally tracked and echo and interference suppres-
sion are maximized. Therefore, a combined optimization criterion
of linearly-constrained minimum-variance (LCMV) beamforming
and multi-channel acoustic echo cancellation was presented in [1].
For studying the behavior, the proposed optimization criterion was
realized in combination with a computationally efficient general-
ized sidelobe canceler (GSC) [7] (’generalized echo and interfer-
ence canceler’ (GEIC)). In this contribution, we study the behavior
of the system in more detail, and, especially, apply the proposed
system as a front-end for an automatic speech recognizer for time-
invariant and time-varying acoustic conditions.

In Sect. 2, we review the combined optimization criterion. Sec-
tion 3 describes the practical realization of the combined system
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based on the GSC structure. Section 4 illustrates the performance
by experimental results for practically relevant scenarios.

2. OPTIMIZATION CRITERION

In contrast to ‘AEC first’ in Fig. 1, where the AEC is optimized
independently of the beamformer, we propose to use the output
signal y(k) for the optimization of both the AEC and the LCMV
beamformer as shown in Fig.2. The reference loudspeaker sig-
nals v(k) can thus be interpreted as additional input signals for
the adaptive beamformer. '
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Fig. 2. Joint optlmlzation of LCMV beamforming and acoustic
echo cancellation.

We assume that the sensor signals x (k) are given by the super-
position of the desired signal d(k), local interference n(k), and
acoustic echoes e(k),

x(k) = d(k) + n(k) +e(k), €]

where d(k), n(k), and e(k) are zero-mean and mutually uncor-
related. The output signal y(k) of the combined system can be
written as a function of the sensor signals x(k), the loudspeaker
signals v(k), the stacked beamformer weight vector w(k), and
the stacked AEC weight vector a(k) as

y(k) = w' (k)x(k) +a” (k)v(k), 2
where

x(k) = (xo(k), x1(k), ..., xp-1 (k)" , 3)

xm (k) = (zm(k), zm(k—1), ..., Zm(k — Nw + 1))T,(4)
v(k) = (vo(k), vi(k), ..., vo-1 (k)" , ®)
vo(k) = (vg(k), vg(k —1), ..., vg(k — Na+1))", (6)
w(k) = (wo(k), wi(k), ..., war—1 (k)" , @
Wi (k) = (wo,m(k), wim(k), ..., wny-1,m(k)" . ®)
a(k) = (ao(k), ai(k), ..., ag-1(k))" , ©)
ag(k) = (ao,q(k), arg(k), ..., ana-1,4(k)" . (10)

Q is the number of loudspeaker channels, and Ny, and N, are
the number of filter coefficients of the beamformer weight vectors
wm (k) and of the AEC filters aq(k), respectively. With stacked
vectors

(k) = (w'(h), a"(1) (an

%(k) = (x"(0), v (), (12

I'This idea was first used in [8] for a combination of acoustic echo can-
cellation and multi-channel noise-reduction based on generalized singular
value decomposition (GSVD).

we can write y(k) as
y(k) = %" (WR(K). (13)

A LS optimization criterion is obtained by minimizing the win-
dowed sum of squared output signal samples y(k) subject to con-
straints which assure that the desired signal is not distorted by
w (k). That is,

k

min w;(k)y?(i) subjectto CT(k)w(k) =c(k). (14)
Wi o

The windowing function w; (k) extracts desired samples from the
output signal y(k) which should be included into the optimiza-
tion. For example, infinite memory with exponential averaging is
obtained with w; (k) = A% [9]. The constraint matrix C(k)
size (M Nw + QNa) x C and the constraint column vector c(k)
of length C' put C' spatial constraints onto w(k) in order to as-
sure unity beamformer response for the direction-of-arrival of the
desired signal [10]. Since the @ loudspeaker signals v(k) are as-
sumed to be uncorrelated with the desired signal, the constraints
are only required for the microphone signals, just as for conven-
tional LCMV beamformers [10]. We can thus write (~3(k) as

G(k) = (C7 (k). Ocvan, ) - (15)

where C(k) of size M Ny, x C' is a conventional constraint ma-
trix known from LCMV beamforming [10]. We thus obtain with
(14) a formally simple optimization criterion, where only one sin-
gle error signal needs to be minimized for an arbitrary number of
microphones. This combined optimization allows to update the
beamformer and the AEC simultaneously — in contrast to ‘AEC
first’, where the AEC can only be updated if local interference and
desired signal are not active. As a consequence, it is assured that
acoustic echoes and interference are maximally suppressed even
in highly non-stationary acoustic conditions with frequent double-
talk and/or high background noise levels.> The number of spatial
degrees of freedom for interference suppression and for echo can-
cellation are increased by the number of loudspeakers () relative
to a beamformer alone.

3. REALIZATION AS A GENERALIZED SIDELOBE
CANCELER

A direct solution of (14) can be determined using Lagrange mul-
tipliers [10]. However, with regard to an efficient realization of
this combined system, we transform the constrained optimization
problem into an unconstrained one using the structure of the GSC
[7, 11]. Applying this transformation to (14) [1], we obtain the
generalized echo and interference canceler as depicted in Fig. 3,
where the AEC is combined with the interference canceler w, (k).
That is,

Wa(k) = (wa (k), a” (k)" . (16)

The weight vector w, (k) of length Ny is defined according to
w (k) with the filter coefficients of the adaptive beamformer re-
placed by the filter coefficients of the interference canceler.

2This statement is subject to the condition that the realization of the
beamformer allows for sufficient tracking capability in such situations. For
our realization based on a generalized sidelobe canceler we show in Sec-
tion 4 that this condition is fulfilled.
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Fig. 3. Generalized echo and interference canceler (GEIC).

For realizing the GEIC for practical applications, we use the
implementation of the GSC in the discrete Fourier transform (DFT)
domain after [6]. This implementation uses an adaptive blocking
matrix for tracking movements of the desired source and for ro-
bustness against distortion of the desired signal in reverberant en-
vironments. Blocking matrix and W, (k) are realized using DFT-
domain adaptive filtering. The blocking matrix is adapted for pres-
ence of only desired signal, w, (k) is adapted for presence of local
interference and/or acoustic echoes. A separate adaptation con-
trol for the AEC as for ‘AEC first’ is thus not required. The fixed
beamformer is realized as a uniformly weighted delay&sum beam-
former.

Among others [1, 6], it should be especially considered for the
realization of GEIC that the AEC a(k) and the interference can-
celer w, (k) should have the same filter length No = Ny, in order
to assure the same convergence speed. Therefore, a(k) should not
be viewed as a conventional AEC but as additional degrees of free-
dom for the interference canceler. As a result, the echo suppression
of GEIC will be smaller than the echo suppression of ‘AEC first’
for stationary conditions especially for reverberant environments,
where generally Na > N,,. For environments with low reverbera-
tion the performance of GEIC for stationary conditions approaches
that of ‘AEC first’.

4. EXPERIMENTAL RESULTS

We study the performance of GEIC relative to the GSC alone and
relative to ‘AEC first’ as a front-end for a speaker-independent
connected digit speech recognizer.

4.1. Experimental setup

The speech recognizer is based on the HTK software [12]. The
sampling rate is 8 kHz, the frequency range is 0.2-4kHz. 13 Mel-
frequency cepstral coefficients (including the coefficient of order
0) plus the corresponding delta coefficients are calculated from the
pre-emphasized input signals using cepstral mean normalization.
The digits are modeled as whole word Hidden Markov Models
with 18 states per word including entry and exit state without skips
over states using mixtures of 3 Gaussians with mean and diagonal
covariance matrices for modeling the output probabilities. A voice
activity detector is not used. The recognizer is trained using the
clean training set of the TIDigits data base [13]. The baseline word
accuracy for the clean test set of the TIDigits database is 98.29%.

The acoustic environment is the passenger cabin of a car with
presence of slowly-time varying car noise and acoustic echo sig-
nals. The room impulse responses between the loudspeakers and
the microphones and between the desired source and the micro-
phones are simulated using the image method [14] with a sim-

ulated reverberation time 750 = 50 ms. The desired signal is the
test set of the TIDigits database, the loudspeaker signals are stereo-
phonic music. The microphone signals are obtained by convolu-
tion of the clean source signals with the room impulse responses
and superposition with variable SNR and fixed SER = 7 dB. The
microphone array consists of M = 4 sensors with spacing 4 cm,
the array aperture is 12 cm (‘AEC first’: Na = 512, N = 256;
GEIC, GSC: Ny = Nyw = 256).

4.2. Fixed source positions

In this experiment, we consider fixed positions of the desired source
and of the loudspeakers. The desired source and the loudspeakers
are located in broadside direction (0 = 90 degrees) and in the two
endfire directions (§ = 0, 180 degrees), respectively, at a distance
of 60 cm from the array center. The echo suppression ERLE and
the noise reduction NR averaged over the whole test set are given
in Fig. 4 as a function of the SNR at the sensors. The word accu-
racies are given in Fig. 5a°.

For high SNR (equivalent to high echo-to-noise ratio (ENR),
since SER is fixed), the AECs of ‘AEC first’ converge in speech
pauses and provide high echo suppression, which translates to a
greater FRLE and NR of ‘AEC first’ relative to GSC and GEIC
(Fig. 4). With decreasing ENR, the echo suppression of the AECs
of ‘AEC first’ decreases until the AECs are inefficient and ERLE
and NR of ‘AEC first’ are equivalent to the GSC. Here, the GEIC
outperforms ‘AEC first’, since the number of degrees of freedom
does not depend on the ENR. Nevertheless, ERLE of GEIC de-
creases with decreasing ENR, since the system concentrates on the
suppression of the stronger car noise. These characteristics are di-
rectly reflected by the word accuracies of the speech recognizer
(Fig. 5a). For comparison, the averaged word accuracies of the un-
processed microphone signals and the word accuracy of a simple
delay&sum beamfomer are depicted, too.
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Fig. 4. Noise reduction NR and echo suppression ERLE for GSC
alone, ‘AEC first’, and GEIC for fixed echo paths and fixed source
position for SER = 7dB.

4.3. Time-varying echo path and moving desired source

In this experiment, we consider a time-varying echo path and a
moving desired source. The desired source position is switched
randomly for each file of the TIDigits test set in the interval § =

3Experimental results for the same recognition task without presence of
acoustic echoes and with varying numbers of sensors can be found in [6].
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Fig. 5. Word accuracy for GSC alone, ‘AEC first’, and GEIC for
(a) fixed source position and fixed echo paths and (b) time-varying
source position and time-varying echo paths for SER = 7 dB.

80...100 degrees in steps of 2 degrees* with equal probability for
all directions.

One of the loudspeakers is located at ¢ = 180 degrees. The
second loudspeaker position is switched every 20000 samples be-
tween § = 0 and § = 60degrees. The distance between the
sources and the array center is fixed at 60 cm. The results are given
in Fig. 6 and in Fig. 5b. Compared to fixed source positions, we
notice that FRLE and NR for ‘AEC first’ are reduced relative to
GEIC and GSC for SNR > 20dB. This effect can be explained
by the reduced efficiency of the AECs of ‘AEC first” and the miss-
ing capability to adapt the AEC during double-talk of interference
and acoustic echoes. The performance loss is mostly related to
the time-variance of the acoustic echo paths, since experiments
show that the performance for fixed echo paths and time-varying
source position (§ = 80...100degrees) is almost equivalent to
fixed echo paths and fixed source position in Fig. 5a.
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Fig. 6. Noise rejection NR and echo suppression ERLE for GSC
alone, ‘AEC first’, and GEIC for time-varying echo paths and fixed
source position for SER = 7 dB.

5. CONCLUSIONS

We studied a technique for joint optimization of acoustic echo can-
cellation and adaptive LCMV beamforming. With a realization ex-
ample based on a robust GSC, we showed that this structure is es-
pecially efficient for (a) transient echo paths if frequent double-talk
between acoustic echoes, local interference, and desired speakers
is to be expected and (b) high levels of background noise. For sta-
tionary conditions and low levels of background noise, the perfor-

4This range corresponds to the 5 dB-width of the mainlobe at 4 kHz.

mance of GEIC is reduced relative to ‘AEC first’ due to the limited
number of filter taps of the beamformer weight vector. The pro-
posed solution requires only one AEC for an arbitrary number of
microphones and no separate adaptation control for the AEC.
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