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ABSTRACT
This paper presents a binaural extension of a monaural multi-chan-
nel noise reduction algorithm for hearing aids based on Wiener fil-
tering. The algorithm provides the hearing aid user with a binaural
output. In addition to significantly suppressing the noise interfer-
ence, the algorithm preserves the interaural time delay (ITD) cues
of the received speech, thus allowing the user to correctly localize
the speech source.

1. INTRODUCTION
Hearing impaired persons often localize sounds better without their
hearing aids than with their hearing aids [1]. This is not surpris-
ing, since noise reduction algorithms currently used in hearing aids
are not designed to preserve speech localization cues [2]. The in-
ability to correctly localize sounds puts the hearing aid user at a
disadvantage as well as at risk. The sooner the user can localize
the speech, the sooner the user can begin to exploit visual cues.
Generally, visual cues lead to large improvements in intelligibil-
ity for hearing impaired persons [3]. Moreover, in certain situa-
tions, such as traffic, incorrectly localizing sounds could endanger
the user. This paper focuses specifically on interaural time delay
(ITD) cues, which help listeners localize sounds horizontally [4].
ITD is the time delay in the arrival of the sound signal between the
left and right ear.
Most noise reduction algorithms, such as the generalized side-

lobe canceler (GSC), make the assumption that the location of the
speech source is known [5]. When this assumption is valid, the
output speech sounds as if it is coming from the actual speech
source. However, in practice this assumption is often violated. In
this case, the ITD cues of the processed speech differ from those of
the unprocessed speech; accordingly the processed speech appears
to be coming from another direction than the unprocessed speech.
Unfortunately, many monaural noise reduction algorithms in-

corporate a beamformer. This type of algorithm estimates the
speech component in the output of the beamformer, instead of in
the individual channels, leaving one with a monaural output re-
gardless of a possible binaural input.
In [6], a binaural adaptive noise reduction algorithm is pro-

posed. This algorithm takes a microphone signal from each ear as
inputs. The inputs are filtered by a high-pass and low-pass filter
with the same cut-off frequency to create high and low frequency
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portions. The high frequency portion is adaptively processed and
added to the delayed low frequency portion. Since interaural time
delay (ITD) cues are contained in the low-frequency regions, as
the cut-off frequency increases more ITD information will arrive
undistorted to the user [4, 7]. The major draw back to this approach
is that the low frequency portion containing the speech ITD cues
also contains noise. Consequently, noise as well as speech ITD
cues are passed from the input to the output unprocessed. There-
fore, there is a trade-off between noise reduction and ITD preser-
vation. As the cut-off frequency increases the preservation of the
ITD cues improves at the cost of noise reduction.
In this paper we extend the monaural multi-channel Wiener

filtering algorithm discussed in [5, 8, 9] to a binaural algorithm.
This algorithm is well suited for binaural noise reduction because
it makes no a priori assumptions (e.g. the location of the speech
source), and is capable of estimating the speech components in all
microphone channels [8].

2. SYSTEMMODEL
2.1. Listening scenario
Figure 1 shows a binaural hearing aid user in a typical listen-
ing scenario. The speaker speaks intermittently in the continuous
background noise caused by the noise source. In this case, there
is one microphone on each hearing aid. Nevertheless, we consider
the case where there areM microphones on each hearing aid. We
refer to the mth microphone of the left hearing aid and the mth
microphone of the right hearing aid as the mth microphone pair.
The received signals at time k, for k ranging from 1 to K, at the
mth microphone pair are expressed in the equations below.

yLm [k] = hLm [k] ⊗ s[k] + gLm [k] ⊗ n[k] (1)

yRm [k] = hRm [k] ⊗ s[k] + gRm [k] ⊗ n[k] (2)

In (1) and (2), s[k] and n[k] represent the signals generated by
the speaker and noise source respectively. The acoustic room im-
pulse responses between the speaker and themthmicrophone pair
are hLm [k] and hRm [k]. Similarly, the room responses between
the noise source and the mth microphone pair are captured in
the acoustic room impulse responses gLm [k] and gRm [k]. The
convolution, denoted by ⊗, of the speech signal, s[k], and the
left and right room impulse responses, hLm [k] and hRm [k], can
be written as the speech component in the mth left microphone,
xLm [k], and the speech component in themth right microphone,
xRm [k]. Likewise, the noise components of themth microphone
pair, vLm [k] and vRm [k], are the convolution of the noise signal
and the room impulse responses between the noise source and the
mth microphone pair. Using the above definitions, the signals
received at themth microphone pair simplify to the equations be-
low.

yLm [k] = xLm [k] + vLm [k] (3)

yRm [k] = xRm [k] + vRm [k] (4)
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Fig. 1. Typical listening scenario

We make two standard assumptions that will be pertinent later.
First, the speech signal is assumed to be statistically independent
of the noise signal. Second, we assume that the noise is short-term
stationarity.

2.2. Voice activity detection (VAD)
The signals received at the microphones of the left and right hear-
ing aids contain either noise when speech is not present, or speech
and noise. We assume in our system model that we have access to
a perfect VAD algorithm. In other words, we can identify without
error when there is only noise present, and when there is speech
and noise present. For simplicity, let us call the time instants when
there is only noise present knand when there is speech and noise
present ksn.

2.3. ITD calculation
As mentioned earlier, ITD cues are essential for the listener to lo-
calize sounds horizontally [4]. These cues are contained in the
low-frequency regions of the signals received by the listener’s ears
[4]. We consider the ITD cues for the frequency region below
1500Hz. Above this frequency the cues become ambiguous, be-
cause the wavelength of the sound approaches the distance be-
tween one’s ears [7]. In order to calculate the ITD between two
signals, we use cross-correlation to determine the delay in sam-
ples between the two signals. Dividing this delay by the sampling
frequency results in the ITD between the two signals.

3. BINAURAL MULTI-CHANNELWIENER FILTERING
This algorithm is an extension of the multi-channel Wiener fil-
tering technique discussed in [5, 8, 9]. The goal of this algo-
rithm is to estimate the speech components of themthmicrophone
pair, xLm [k] and xRm [k], using all received microphone signals,
yL1:M

[k] and yR1:M
[k]. In order to estimate the speech compo-

nents of the mth microphone pair, we design two Wiener filters
that estimate the noise components in the mth microphone pair.
The noise estimates of themth microphone pair and therefore the
output of the two Wiener filters are ṽLm [k] and ṽRm [k]. To obtain
the estimates of the speech components of the mth microphone
pair, the noise components estimates are subtracted from the origi-
nal signals received at the two microphones. The speech estimates
are defined below.

x̃Lm [k] = (xLm [k] + vLm [k]) − ṽLm [k] (5)

x̃Rm [k] = (xRm [k] + vRm [k]) − ṽRm [k] (6)

The errors of the right and left estimates are written in (7) and (8).

eLm [k] = vLm [k] − ṽLm [k] (7)

eRm [k] = vRm [k] − ṽRm [k] (8)

The goal is to develop a left and right multi-channel Wiener filter
that minimizes the error signals eLm [k] and eRm [k]. See Figure 2
for a clear illustration.
Before going any further, a few definitions are necessary. We

choose the filters wLm [k] and wRm [k] to be of length N. The
filters are expressed in the following equations.

wLm [k] =
[
w

0

Lm
w

1

Lm
. . . w

N−1

Lm

]T
(9)

wRm [k] =
[
w

0

Rm
w

1

Rm
. . . w

N−1

Rm

]T
(10)

Next we create a stacked vector of the individual left and right
microphone filterswLm [k] andwRm [k] .

wL[k] =

⎡
⎢⎢⎣

wL1
[k]

wL2
[k]
...

wLM
[k]

⎤
⎥⎥⎦ wR[k] =

⎡
⎢⎢⎣

wR1
[k]

wR2
[k]
...

wRM
[k]

⎤
⎥⎥⎦ (11)

wLeft[k] =
[

wL[k]
wR[k]

]
(12)

The filter wRight[k] is defined similarly. Both filters are vectors
of length 2MN . Correspondingly, we define the received micro-
phone signals atmth microphone pair below.

yLm [k] = [yLm [k] yLm [k − 1] . . . yLm [k − N + 1]]T (13)

yRm [k] = [yRm [k] yRm [k − 1] . . . yRm [k − N + 1]]T (14)

Again we create a stacked vector of the individual left and right
microphone inputs. Input vector y is of length 2MN .

yL[k] =

⎡
⎢⎢⎣

yL1
[k]

yL2
[k]
...

yLM
[k]

⎤
⎥⎥⎦ yR[k] =

⎡
⎢⎢⎣

yR1
[k]

yR2
[k]
...

yRM
[k]

⎤
⎥⎥⎦ (15)

y[k] =
[

yL[k]
yR[k]

]
(16)

In this section we derive the left and right multi-channel Wiener
filters in a statistical setting. Minimizing the following cost func-
tion,

E

{∣∣yT [k] [wLeft[k] wRight[k]] − [vLm [k] vRm [k]]
∣∣2} (17)

minimizes the errors defined in (7) and (8). In (17), E{·}is the
expectation operator. The filters achieving the minimum of the
cost function are the well known Wiener filters expressed below.

[
wWFLeft

[k] wWFRight
[k]

]
=

E
{
y[k]yT [k]

}
−1

E {y[k] [vLm [k] vRm [k]]} (18)

Owing to (3) and (4), we can define x[k] and v[k], where y[k] =
x[k] + v[k]. Recall that in the first assumption we assert that the
speech signal and the noise signal are statistically independent.
More specifically the following equation must hold.

E
{
x[k]vT [k]

}
= 0 (19)

Using the first assumption defined in (19) we can rewrite (18) by
making the following substitution.

E {y[k] [vLm [k] vRm [k]]} = E {v[k] [vLm [k] vRm [k]]} (20)
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Unfortunately, in real life these statistical quantities are not
available. Therefore we cannot calculate the left and right Wiener
filters directly. Instead, we make a least squares approximation of
the filters. This data based approach requires a few extra defini-
tions. Using (16), we write the input matrixY, which is of sizeK
by 2MN .

Y[k] =

⎡
⎢⎢⎣

yT [k]
yT [k − 1]
...

yT [k − K + 1]

⎤
⎥⎥⎦ (21)

Analogously, the speech input matrix, X[k] and the noise input
matrix, V[k], can be defined, where Y[k] = X[k] + V[k]. Fi-
nally, we write the desired signals, dL[k] and dR[k], which are
the unknown noise input vectors.

dL[k] = vLm [k] =

⎡
⎢⎢⎣

vLm [k]
vLm [k − 1]

...
vLm [k − K + 1]

⎤
⎥⎥⎦ (22)

dR[k] = vRm [k] =

⎡
⎢⎢⎣

vRm [k]
vRm [k − 1]

...
vRm [k − K + 1]

⎤
⎥⎥⎦ (23)

We define the desired matrix D[k] as [dL[k] dR[k]]. We can es-

timate E
{
y[k]yT [k]

}
by the matrixYT [k]Y[k]. In order to esti-

mate E {v[k] [vLm [k] vRm [k]]} by VT [k]D[k], we must use the
second assumption we made in our system model; since the input
noise matrix V[k], and therefore the desired matrix D[k] are not
known explicitly. The assumption is that the noise is short-term
stationary. This means that E {v[k] [vLm [k] vRm [k]]} is the same
whether it is calculated during noise only periods, kn, or at all time
instants, k. Assumption two is expressed below.

E {v[k] [vLm [k] vRm [k]]} = E {v[kn] [vLm [kn] vRm [kn]]}
(24)

Invoking assumption two, E {v[k] [vLm [k] vRm [k]]} can be es-
timated by VT [kn]D[kn]} at time instants where only noise is
present. Therefore we can write the least squares approximation
of the Wiener filter as,

[
wLSLeft

wLSRight

]
=

(
Y

T [k]Y[k]
)
−1

V
T [kn]D[kn]. (25)

This least squares approximation of the Wiener filter is what we
use in practice.

4. PERFORMANCE
4.1. Experimental setup
The recordings used in the following experiments were made in
an anechoic room. Two CANTA behind the ear (BTE) hearing
aids were placed on a CORTEX MK2 artificial head. Mounted
on each hearing aid were two omni-directional microphones. The
speech and noise sources were placed one meter from the center
of the dummy head. The sound level measured at the center of
the dummy head was 70dB SPL. Speech and noise sources were
recorded separately. All recordings were performed at a sampling
frequency of 32kHz. HINT sentences and ICRA noise1 were used
for the speech and noise signals [11].

1ICRA 1: Unmodulated random Gaussian noise, male weighted (HP
100Hz 12dB/oct.) idealized speech spectrum [10]
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Fig. 2. Binaural multi-channel Wiener filter

The signals fed into the binaural algorithms were 10 seconds
in length. The first half of the signal consisted of noise only. A
short one and a half second sentence was spoken in the second
half amidst the continuous background noise. The location of the
speech source varied from 0 to 345 degrees in increments of 15 de-
grees. The noise source remained fixed throughout the simulations
at 90 degrees. This situation is depicted in Figure 1. In the simula-
tions only the front input from each ear was used. The algorithms
estimated the speech component in the first microphone pair.
Simulations were run to compare the binaural multi-channel

Wiener filtering algorithm and the binaural adaptive algorithm dis-
cussed in [6]. In the binaural multi-channel Wiener filtering algo-
rithm the filter length, N , was fixed at 100. The filter length of
the binaural adaptive algorithm was 201, and was adapted, during
periods of noise only, by a normalized LMS algorithm. Cut-off
frequencies of 500Hz and 1500Hz were simulated.

4.2. Results
The intelligibility weighted signal-to-noise-ratio (SNRINT ), de-
fined in [12], is used to quantify the noise reduction performance.

SNRINT =

J∑
j=1

wjSNRj (26)

The weight, wj , emphasizes the importance of the jth frequency
band’s overall contribution to intelligibility, and SNRj is the signal-
to-noise-ratio of the jth frequency band. The individual weights
of the J frequency bands are given in [10].
Figure 3 shows the absolute difference between the input ITD

and the output ITD of the speech component and the noise com-
ponent. The noise reduction performance of the algorithms can
be seen in Figure 4. Looking closely at Figure 3 we see that for
the binaural multi-channel Wiener filtering algorithm there is no
speech ITD error (except for a slight error when the speech source
is located at 150 degrees). In other words, the speech ITD cues are
preserved. Figures 3 and 4 clearly demonstrate the trade-off be-
tween ITD cue preservation and noise reduction that exists for the
binaural adaptive algorithm. With a cut-off frequency of 500Hz,
the speech ITD cues are not preserved, but good noise reduction is
achieved. Contrastingly, although noise reduction performance is
poor when the cut-off frequency is 1500Hz, both speech and noise
ITD cues are preserved. Furthermore, the noise reduction perfor-
mance of the binaural multi-channel Wiener filtering algorithm is
similar to that of the binaural adaptive algorithm with a cut-off fre-
quency of 500Hz; yet the binaural multi-channel Wiener filtering
algorithm preserves the speech ITD cues and the binaural adaptive
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Fig. 3. ITD error: the absolute difference between the input ITD
and output ITD of the first microphone pair

algorithm does not. Clearly, the binaural multi-channel Wiener fil-
tering algorithm is preferable to the binaural adaptive algorithm,
since it does not sacrifice noise reduction in order to preserve the
speech ITD cues.
It should be noted that the processing carried out by the multi-

channel Wiener filtering does affect the ITD cues of the noise com-
ponent. Typically, this will not cause any inconvenience to the
hearing aid user, because the noise is sufficiently attenuated. Nev-
ertheless, in some situations, such as traffic, a trade-off may exist
between noise reduction and preservation of the noise ITD cues.
Therefore, future research should focus on preserving the ability
to localize both the speech and noise sources without sacrificing
noise reduction.
Extensive studies have been carried out showing that monaural

multi-channel Wiener filtering algorithms perform better than the
generalized side-lobe canceler (GSC) [8, 13]. In situations where
the assumptions of the GSC are violated, multi-channel Wiener
filtering algorithms tend to be more robust [8, 14]. In addition,
many variants of the multi-channel Wiener filtering algorithm have
been developed to combat its complexity, making it possible to
implement the algorithm in hearing aids [15, 9].

5. CONCLUSION
In conclusion, the binaural multi-channel Wiener filtering algo-
rithm preserves the ITD cues without sacrificing noise reduction.
As discussed above, the ITD cues of the speech component are
exactly the same in the processed and unprocessed signal. Si-
multaneously, good noise reduction is achieved. Conversely, the
binaural adaptive algorithm proposed in [6] sacrifices noise reduc-
tion in order to preserve ITD cues. This gives the binaural multi-
channel Wiener filtering algorithm a clear advantage over the bin-
aural adaptive algorithm.
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