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Abstract

This work describes a multi-lighting 3D face morphable
model based on mesh resampling. Despite having realis-
tic results and modeling automatically in 3D face synthesis,
the morphable model depends on the unstable optical flow
algorithm for model construction, and the model matching
is not fitting for complex illumination. To improve modeling
results, the mesh resampling method is used to overcome
the key problem of model construction, the pixel-to-pixel
alignments of prototypic faces. A multi-lighting model is
also proposed to evaluate the illumination of the input facial
image. The experimental results show these measurements
have good performance.

1. Introduction

Modeling human faces has challenged researchers in
computer graphics since its beginning. Since the pioneer-
ing work of Parke [1], various methods have been reported
for modeling the shape and texture of faces and for animat-
ing them [2,3]. In the past years, a novel face modeling
method, the morphable model is proposed by T.Vetter [4,5].
Matching the model to given facial image, even single im-
age, the realistic 3D face could be reconstructed automati-
cally. Comparing to the traditional face modeling methods,
the morphable model has many advantages, such as automa-
tion and good results. The most important is that the model
gives light on the difficult problems, the illumination and
poses evaluation. On the other hand, the construction of
the model depends on the unstable algorithm, the optical
flow algorithm, which does the pixel-wise correspondences
among 3D face. And the model is not fit for the complex il-
luminations. We propose the mesh resampling method to
do the correspondences and construct a multi-light light-
ing model to overcome the model matching problems under
complex illumination. The experimental results show the
proposed methods are effective.

We will introduce the morphable model in the follow-

ing section. Then the alignments of the prototypic faces
based on the mesh resampling will give in section 3. A
multi-lighting morphable model is constructed in section 4.
Finally, we give the facial synthesis results using the multi-
lighting morphable model.

2. 3D face morphable model

The 3D face morpable model is composed of two com-
ponents, model construction and model matching.

To construct the morphable model, a set of prototypic 3D
faces are acquired by Cyberware Scanner. Since he mor-
phable model is a type of linear model, the prototypes must
be aligned to have the linear operation. So the point-to-point
mapping of the prototypic faces must be constructed ac-
cording the facial feature. But the registration of the dense
3D faces is a difficult problem. T.Vetter projects 3D face
onto a cylinder coordinate getting the texture and shape 2D
images and computes the correspondence of the 2D images
by optical flow algorithm [6]. From the alignments of 2D
images to get the correspondence of the 3D faces.

Once aligned pixel-to-pixel, the prototypic faces can be
represented as shape and texture vectors:

Si = (Xi1, Yi1, Zi1, · · · , Xin, Yin, Zin)T ∈ R3n

Ti = (Ri1, Gi1, Bi1, · · · , Rin, Gin, Bin)T ∈ R3n (1)

where 1 ≤ i ≤ N , N is the number of the faces,n is the
number of points of the 3D faces, and (Rij , Gij , Bij)is the
color values of the point (Xij , Yij , Zij).

The linear combination operation of these shape and tex-
ture vectors will produce new 3D faces:

Snew =
N∑

i

aiSi Tnew =
N∑

i

biTi (2)

where
N∑
i

ai =
N∑
i

bi = 1.As a number of high dense

points in the 3D faces lead too much computation and there
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are correlation among the faces, the technique of princi-
pal component analysis is used to give the final morphable
model[4]:

Smodel = S +
m−1∑

i

αisi Tmodel = T +
m−1∑

i

βiti (3)

where S, T are average shape and texture, si,ti are the main
components in descending order according to their eigen-
values. �α = (α1, α2, · · · , αm−1),�β = (β1, β2, · · · , βm−1)
are the shape and texture combination coefficients. To pro-
duce new faces the coefficients must be determined.

The matching of the morpable model is to find the suit-
able combination coefficients which produce the closest 3D
face to the given facial image. Since the 3D model and the
2D facial image can not measure directly, the camera model
and illumination model are used to project the 3D model
into image plane and the error between the projective image
Imodel and the input image Iinput is defined:

E =
∑

x,y

[Iinput(x, y) − Imodel(x, y)]2 (4)

The Phone Illumination model and perspective projec-
tion are used to produce the model projecting image. Sup-
posing the point (X, Y, Z) with texture value (R,G,B) on
the model has the projective point(x, y) in image plane,
Imodel will have the following R value at (x, y) :

IR,model(x, y) = R(IaR+IdirR(L·N))+KsIdirR(F ·V )n

(5)
where IaR, IdirR are amble light and directly light. Ks is
the reflectance.L,N, F, V are light direction, normal, re-
flective direction and the direction of the view at (X, Y, Z).
nis the surface shinningness. The computations of G, B
values are same to R.

If the camera and the illumination parameters are de-
noted as �ρ, the error in (4) can be looked as a function
E(�α, �β, �ρ). Then the matching problem changes to a mini-
mal optimal problem and can be overcome by optimization
method.

3. Alighnment based on mesh resampling

The alignment of the prototypic faces is the key step to
construct the morphable model, but the correspondence or
registration of 3D dense objects is a challengeable prob-
lem. The optical flow algorithm is used to do the alignment
presently [6]. Generally optical flow algorithm is used in
perception of object movement in video sequence [7]. As
the likeness of human faces we can look two facial images
as neighboring frames in video. So the alignment of faces

can be computed by optical flow algorithm. While the dif-
ference between two facial images is too large to satisfy
the hypothesis, the change between two sequent frames is
continuous and trivial, the optical algorithm will fail with
obvious error. We propose a mesh resampling method to do
the face alignments. Generally mesh resampling is used to
construct the surface from discrete points cloud [8]. Here
the resampling method is used to re-organize the prototypic
faces data and uniform its format. By mesh resampling, all
the faces will have the same number of points and triangles
with same topology. The point-to-point alignments are con-
structed naturally.

The Krishnamurthy mesh resampling method [8] is
adapted to process the data of the prototypic faces. Firstly,
the faces are manually divided into patches according its
feature. To get uniform mesh lastly all the patch are di-
vided into quadrangle and almost have same area. Then
the isolines are initialized. Finally, the faces are resampled
reduplicatively until the points density nears the original.
As all faces are divided into patches with same number and
all patches are resampled with same times, the alignments
of the faces can be constructed by the alignments of the
patches and its resampled points. The details of resampling
refer to [9]. The mesh resampling procedure is shown in
Figure 1.

Figure 1. Mesh resampling. Top: the di-
vided prototypic faces; Middle: the initialized
isolines and one times resampling; Bottom:
three times resampling and the final mesh re-
sampling result.

II - 1122

➡ ➡



Figure 2. Multi-lighting model and facial im-
ages with different illumination when chang-
ing the brightness of lights in the model.

4. Multi-lights illumination

To synthesize 3D face from facial images in complex il-
luminations, we design a multi-lighting model in the model
matching procedure stimulated by the illumination evalua-
tion and lighting reproduce work by Debevec [10]. Intu-
itively, if one set enough number of lights around an ob-
ject and the brightness of each light can vary independently,
the arbitrary illumination of the object can be simulated.
But the more lights will produce more computation in the
model matching. Trading off between the computation and
the last evaluation result, we use the icosahedron to set the
lights. Let the icosahedron center at the center of the model
face and select the front 10 triangles of the icosahedron to
set lights. The lights are located in the center of the trian-
gles. The multi-lighting model is shown in Figure 3. When
changing the brightness of the lights, there will be differ-
ent facial images with different illumination, shown in the
bottom in Figure 3.

Using the multi-lights model in face model matching, the
computation of the model projective image in (5) will re-
placed by the following formula.

IR,model = RIaR+
H∑

h

[RIh
dirR(Lh·N)+KsI

h
dirR(Fh·V )n]

(6)

where H is the number of the lights.
By the matching optimization the brightness of each

lights are determined, so the illumination of the given fa-
cial image is evaluated. The illumination evaluation is very
important to eliminate the illumination disturbance to 3D
face synthesis. From the evaluation the reconstructed 3D
face even can be rendered in normal illumination.

Figure 3. Average face of the aligned proto-
typic 3D faces. Top: the average face of
mesh resampling method aligned faces; Bot-
tom: the average face of optical flow algo-
rithm aligned faces.

5. Results

To construct the morphable model, we scan 200 3D faces
by Cyberware scanner. To align the prototypic faces, every
faces are divided into 122 patches and the isolines are ini-
tialized. Then the faces are aligned pixel-to-pixel by 4 times
mesh resampling. Based on the aligned prototypes a 3D
face morphable model are constructed. Matching the mod-
els to the given facial images the 3D face will reconstructed
automatically.

Comparing with the optical flow algorithm, the mesh re-
sampling method obtains better aligning results. As show-
ing in Figure 4, the former average face image is clearer
than the latter especially in eye and ear areas. Since those
areas are too different to satisfy the continuous assumption
of the optical flow, the computed errors lead to the blur
on the average face. Although mesh resampling method
needs much manual work while the optical flow is auto-
matic, to get more precision of alignments the offline inter-
action work is acceptable.
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Figure 4. 3D face synthesis. The top row is the normal illumination results. The first is the input image;
the others are the synthesis face in different views. The bottom row is the abnormal illumination
results. The first is the input image, the second is the synthesis face, the other two is the face images
rendering in normal illumination.

The multi-lighting morpahble model is used to match fa-
cial images in different illumination. The results are shown
in Figure 5.By the multi-lighting model the illumination of
the given facial image is evaluated and the reconstructed
3D face can be rendered with different illumination. The
experimental results show the multi-lights model has much
contribution in light evaluation and expands the morphable
model into complex illumination situations.

Acknowledgement: This work is supported by the Na-
tional Natural Science Project of China (No.60375007)
and the Beijing Natural Science Foundation of China (No.
D070601-01).

References

[1] F.I.Parke. Computer generated animation of faces.
ACM National Conference, November 1972.

[2] K.Waters. A muscle model for animating three dimen-
sional facial expression. Computer Graphics,1987, 21
(4): 17- 24

[3] B.Guenter, C.Grimm, D.Wood, et al. Making faces.
Proceedings of SIGGRAPH’98, Orlando, 1998, 55-66

[4] V.Blanz, T.Vetter. A morphable model for the synthesis
of 3D faces. Proceeding of SIGGRAPH’99, Los Ange-
les, 1999, 187-194

[5] V.Blanz, T.Vetter. Face recognition based on fitting a
3D morphable model. IEEE Trans. on Pattern Analysis
and Machine Intell. 2003, 25(9): 1063-1074

[6] T.Vetter, M.J.Jones, T.Poggio. A bootstrapping algo-
rithm for learning linear models of object classes. Pro-
ceeding of Computer Vision and Pattern Recognition,
Puerto Rico, USA: 1997. 40-47

[7] J.L.Barron, D.J.Fleet, S.S.Bauchemin. Performance of
Optical Flow Techniques. Internation Journal of Com-
puter Vision, 1994, 12(1): 43-77

[8] V.Krishnamurthy, M.Levoy. Fitting smooth surfaces to
dense polygon meshes. Proceedings of SIGGRAPH’96,
New Orleans, 1996, 313-324

[9] Chunliang Gu, Baocai Yin, Yongli Hu, Shiquan Cheng.
Resampling Based Method for Pixel-wise Correspon-
dence between 3D Faces. International Conference on
Information Technology (ITCC’04). April 5 -7, 2004 Las
Vegas, NV, USA

[10] Paul Debevec, Andreas Wenger, Chris Tchou, et al.
Lighting Reproduction Approach to Live-Action Com-
positing, Proceedings of SIGGRAPH’02, San Antonio,
2002, 547-556

II - 1124

➡ ➠


