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ABSTRACT

In this paper, we present a novel steganalysis technique for

halftone images without knowledge of the original cover

image. We first convert halftone images into grayscale-like

images by low-pass filtering. The low-pass-filtered image

is then decomposed using quadrature mirror filters, and a

set of subband coefficients are generated at different scales

and orientations. Next, a set of statistical features are com-

puted from the subband coefficients and their predicated er-

rors. Using Fisher linear discriminant analysis, a statistical

classifier is designed to detect marked images. Experimen-

tal results demonstrate the effectiveness and accuracy of the

proposed technique.

1. INTRODUCTION

Steganography is the science of inconspicuously hiding data

within data. Although steganography is an old subject, its

modern version was formulated by Simmons as the pris-
oners’ problem [1] where Alice and Bob, two prison in-

mates covertly communicate by embedding a secret mes-
sage M into a cover-object C, to obtain the stego-object
S. The stego-object S is then sent through the public chan-

nel. Wendy, the warden, who examines the stego-object is

unaware of the embedded message M within S and hence

permits the communication to take place. For a good survey

of steganographic techniques, the reader is referred to [2, 3].

Steganalysis, in this context, is the art of detecting and

sometimes even decoding hidden data within a given medium.

The basic idea behind most steganalysis techniques is that

they compute image features that are not typically “normal”

in a given candidate image. Based on these features, a ste-

ganalysis technique classifies an image as a marked image

or a clean image.

In the past few years, we have seen the development of a

number of steganalysis techniques for image data. Perhaps

the most successful ones are techniques that can detect the

presence of LSB embedding. Representative techniques can
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be found in [4, 5, 6]. The basic idea behind these techniques

is to examine the relationship between neighboring pixels.

In [7, 8, 9, 10] general purpose or universal steganalysis

techniques that are effective for a wide variety of embed-

ding techniques are presented.

Several embedding techniques have been developed for

half-tone images that can be found routinely in printed mat-

ters such as books, magazines, newspapers, printer outputs,

etc. These methods can only be used for half-tone images,

and are not suitable for other types of binary images. The

methods described in [11, 12, 13] embed data during the

half-toning process. This requires the original grayscale

image. The methods described in [14, 15, 16, 17] embed

data directly into the half-tone images after they have been

generated. The original grayscale image is therefore not

required. For a good survey of embedding techniques for

halftone images, the reader is referred to [18, 19].

In this paper, we propose a steganalysis technique for

halftone images. To the best of our knowledge, this is the

first steganalysis technique developed for halftone images.

In Section 2, we present our proposed method. In Section

3, an experiment is conducted to evaluate the performance

of our proposed technique, and in Section 4, we make our

conclusions.

2. PROPOSED APPROACH

Embedding messages in halftone images introduces “noise,”

and the resulting stego-images can be detected by statisti-

cal classification, regardless of whether the embedding was

made during or after the halftoning process. In our method,

low-pass filtering is first performed on a candidate halftone

image. The filtered image is then recursively decomposed

by using quadrature mirror filters. A set of statistical fea-

tures are extracted at each scale and orientation after de-

composition. Using Fisher linear discriminant analysis and

a set of training images, we design a statistical classifier that

will classify a candidate image as a clean image or a marked

image. The classifier used here is similar to the one used in

[20].
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(a) (b)

Fig. 1. Two types of low-pass filters. (a) Averaging filter;

(b) Gaussian filter.

2.1. Low-pass Filtering

The purpose of low-pass filtering is to recover a grayscale-

like image from the candidate halftone image. This process

is not the same as inverse halftoning. Inverse halftoning

techniques do not give much benefit since they often smooth

away the “noise” caused by the embedded message. Good

low-pass filters should still retain the trace of “noise”, namely

embedded information, for later steganalysis. Two types

of low-pass filters are considered here: averaging filter and

Gaussian filter. An averaging filter can be defined using an

m × n template with weights equal to

A(x, y) =
1

m × n
(1)

An isotropic (i.e. circularly symmetric) Gaussian filter has

the form:

G(x, y) =
1

2πσ2
e−

x2+y2

2σ2 (2)

We use a template size of 5 by 5 as shown in Figure 1 for

these two types of filters.

2.2. Statistical Features

The statistical features used in [20] were proven to be effec-

tive for the steganalysis of grayscale images. We choose the

same set of features for our proposed technique. These sta-

tistical featues can be obtained by decomposing the candi-

date image with separable quadrature mirror filters (QMFs).

The frequency space of the candidate image is split into

multiple scales and orientations. This is accomplished by

applying separable lowpass and highpass filters along the

image axes, thus generating a vertical, a horizontal, a di-

agonal, and a low frequency subband. By filtering the low

frequency subband recursively, we can create the subbands

for all subsequent scales. We denote the vertical, horizon-

tal, and diagonal subband coefficients at scale i as Vi(x, y),
Hi(x, y), and Di(x, y), respectively, for i = 1, ..., P . The

predicted errors for the vertical, horizontal, and diagonal

subband coefficients for scales i = 1, ..., P are denoted as

EVi(x, y), EHi(x, y), and EDi(x, y), respectively. Given

this image decomposition, the statistical features we use

consist of the mean, variance, skewness and kurtosis of each

of the subband coefficients Vi(x, y), Hi(x, y), Di(x, y), and

each of the predicted errors EVi(x, y), EHi(x, y), and EDi(x, y)
over the scales i = 1, ..., P. The mean, variance, skewness

and kurtosis for Vi(x, y) are defined as follows:

µ =
1
|D|

∑

(x,y)∈D

Vi(x, y) (3)

σ2 =
1
|D|

∑

(x,y)∈D

(Vi(x, y) − µ)2 (4)

γ1 =
1
|D|

∑

(x,y)∈D

(Vi(x, y) − µ)3

σ3
(5)

γ2 =
1
|D|

∑

(x,y)∈D

(Vi(x, y) − µ)4

σ4
(6)

where D is the domain of (x, y). The mean, variance, skew-

ness and kurtosis for Hi(x, y), Di(x, y), EVi(x, y), EHi(x, y),
and EDi(x, y) can be similarly defined. These statistical

features form a multidimensional feature vector. For more

details about these statistical features, the reader is referred

to [20].

2.3. Classification with Fisher Linear Discriminant Analy-
sis

Using Fisher linear discriminant analysis (FLD), we design

a two-class classifier to classify clean and marked images

based on the multidimensional feature vector we obtained

in Section 2.2. A set of images with and without hidden

messages is used to train the FLD classifier. Fisher linear

discriminant is a classification method that projects high-

dimensional data onto a line and performs classification in

the one-dimensional space. The projection maximizes the

distance between the means of the two classes while mini-

mizing the variance within each class. That is, we seek to

maximize the Fisher criterion J(�w) over all linear projec-

tions �w,

J(�w) =
|µ1 − µ2|2
σ2

1 + σ2
2

(7)

where µ represents a mean, σ2 represents a variance, and the

subscripts denote the two classes. Maximizing this criterion

yields the following closed form solution that involves the

inverse of a covariance-like matrix.

�w = S−1
W (�µ1 − �µ2) (8)

where S−1
W is the inverse of the total within-class scatter ma-

trix. The total within-class scatter matrix SW is symmetric

and positive semi-definite, defined as

SW = S1 + S2 (9)
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where Si, i = 1, 2 are the individual within-class scatter

matrices for classes 1 and 2 defined as follows:

Si =
∑

�x∈Xi

(�x − �µi)(�x − �µi)t (10)

where Xi denotes the set of all class i feature vectors. Af-

ter the FLD projection axis �w and the decision boundary is

determined from the training set, a test image is projected

onto the same 1-D subspace

z = �wt�x (11)

and then classified as a “clean” or a “marked” image. For

more details on FLD classification, the reader is referred to

[21].

3. EXPERIMENTAL RESULTS

To validate the effectiveness of our proposed technique, an

experiment was conducted to detect hidden messages em-

bedded with the AWST (Authentication Watermarking by

Self Toggling) technique described in [17]. Their method

embeds a binary logo image into a halftone image at ran-

domly selected locations generated by a pseudo-random num-

ber generator. The technique is suitable for embedding dispersed-

dot halftone images. However, as the number of pixels be-

ing altered is very small, the technique can be applied to any

halftone image without causing a noticeable loss of quality.

We used a computer program supplied by the authors

of [17] to generate a set of 720 stego images with embed-

ding rates ranging from 0 ≤ α ≤ 1. An embedding rate

of 0.0 indicates a clean image, and an embedding rate of

1.0 indicates a fully embedded image. Shown in Figure 2

are several example images taken from the test image set.

In our experiment, the averaging filter was used because

it was shown that it generates better grayscale-like images

than the Gaussian filter for steganalysis purposes. The fil-

tered images were then recursively decomposed into four

scales (i.e., P = 4) using separable quadrature mirror filters.

We then applied our FLD classifier to the set of 720 test im-

ages. The detection rates were 98.25% for clean images and

97.12% for stego images.

4. CONCLUSIONS

Information can be embedded into halftone images in ways

that are imperceptible to the human eye, and yet, these ma-

nipulations can significantly alter the underlying statistics

of the cover images. To detect the presence of hidden mes-

sages in halftone images, a novel steganalysis method for

halftone images has been developed. Our proposed tech-

nique first converts halftone images into grayscale-like im-

ages using low-pass filtering. Higher-order statistics are

Fig. 2. Sample test images.

then computed from the multi-scale decomposition of the

obtained grayscale-like images for classification. Our ex-

perimental results demonstrated that, for steganalyis pur-

poses, it is not necessary to recover the original grayscale

image using sophisticated inverse-halftoning techniques. Ob-

taining a grayscale-like image using a low-pass filtering op-

eration would be sufficient. Our technique is universal (or

general,) and can be used for the steganalysis of stego im-

ages generated by any halftone image embedding technique.

To further improve the detection accuracy, a better set of

statistical features can be designed. The statistical features

used in our technique are the same as those used in [8] and

were proven to be effective for the steganalysis of grayscale

images. However, as pointed out in [8], they are not opti-

mal and it would be beneficial to choose a set of statistics

that optimize detection rates. Also, increasing the size of

the training set could help in the design of a more accurate

classifier.
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