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ABSTRACT

Segmentation is a very important stage of Farsi/Arabic

character recognition systems. A new segmentation

algorithm -for multi font Farsi/Arabic texts- based on the

conditional labeling of the up contour and down contour

is presented. A pre-processing technique is used to adjust

the local base line for each subword. This algorithm uses

adaptive base line for each subword to improve the

segmentation results. This segmentation algorithm, in

addition to up and down contours, takes advantage of

their curvatures also. The algorithm was tested on a data

set of printed Farsi texts, containing 22236 characters, in

18 different fonts. 97% of characters were correctly

segmented.

1. INTRODUCTION

Optical character recognition is an attractive branch of

image processing with many applications in man-

machine interface and document processing. Intensive

research in this area has also resulted in commercial

systems [13]. However, Farsi/Arabic texts have some

properties that make them difficult to recognize.

Farsi/Arabic texts are cursive and are written from right

to left .A Farsi/Arabic character might have several

shapes -from 1 to 4 shapes- depending on its relative

position in the word. In addition, some Farsi/Arabic

characters have the same shape and differ from each

other only in some dots or zigzag bars. Each word,

machine-printed or handwritten, may consist of several

separated subwords. A subword is either a single

character or a set of connected characters. Although,

seven Farsi characters out of 32 do not join to their left

neighbors, others join to the neighboring characters to

make a word or a subword. The neighboring characters,

separated or connected, may overlap vertically. Some of

these characteristics of Farsi/Arabic script are shown in

Figure 1.

There are several papers published on the recognition of

Arabic and Farsi texts e.g. [1,2,3,4,5,7,10,13,14]. The

main problem is Farsi/Arabic text is its segmentation.

There are two main approaches to word recognition:

segmentation-based and segmentation-free [8,9,11].

Because of the mentioned characteristics of Farsi/Arabic

text, a hybrid approach for Farsi text recognition seems

more promising [2]. This paper concerns the first

approach, where each word or subword is first split into a

set of single characters. The word is then recognized by

the sequence of its characters.

Figure 1.Some characteristics of Farsi/Arabic script

Different character segmentation techniques for the

printed Farsi/Arabic words have been proposed [14, 8, 10

and 3]. At 2001, R. Azmi proposed a new technique for

omnifont Farsi text segmentation [5]. His segmentation

algorithm was based on the conditional labeling of the up

contour. In this paper, we present a new algorithm for

segmentation of multi font Farsi/Arabic texts, which uses

the idea of applying conditional labeling rules similar to

R. Azmi, on both the up contour and the down contour of

the subword. This segmentation algorithm also uses up

contour curvature and adaptive base line for each

subword. This technique is not sensitive to overlapping

characters and slant. The paper is organized in five

sections; Section 2 describes the pre-processing stage,

including the base line detection and its local adjustment.

In Section 3, the proposed segmentation algorithm is

explained. The experimental results are presented in

Section 4. Finally, the conclusion is given in Section 5.

2. PRE-PROCESSING

We prepare a document for 6 fonts. The documents are

scanned with a resolution of 300 dpi and are stored as

binary images. In this resolution, the pen size for a

normal printed text with sizes between 14 to 16 is about 4

to 6 pixels depending on fonts. The text lines and their

words/subwords are segmented by finding the valleys of

the horizontal and vertical projection profiles. To
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calculate the pen size, a text line is scanned column by

column. The most frequent pen thickness in these

columns is adopted as the pen size, w. At the next step,

the global base line is defined as a horizontal line, all

across a text line whose width is equal to w, and covers

the maximum number of black pixels in that text line.

Each subword is combination of some regions. One or

more of these regions are bodies; others are points, zigzag

bars, etc.

Next, we define main body/bodies of each subword. If a

region overlaps with the base line in some pixels, it is

considered to be the body (Fig. 2). To find the pen size

more precisely, we calculate pen size just for bodies of

each subword again. The line of bodies is scanned

column by column. In this case, the most frequent

thickness of the black-pixels in these columns is adopted

as the new pen size, w. Contour of each subword is

extracted using a convolution kernel with Lapacian edge

detection method. By moving from right top black pixel

to left down black pixel clockwise through the contour,

up contour is extracted. Down contour is extracted by

moving from left down black pixel to right up black one

clockwise through contour. For locating the base line

accurately, a technique is used that locally adjusts the

base line. If line is completely written (for A4 page); the

line is segmented in to five sections, otherwise we will

use suitable sections of line. The up and down contours of

subwords of the determined length of line, traced in

CCW, are represented by the 8-directional Freeman code.

Within a distance of w/2 around the upper edge of the

global base line, the row of the up contour image having

the maximum instances of the code 4, say n4, is

considered as the upper bound of the local base line, iup.

The lower bound, idown, is found in a similar way,

searching for a row with maximum instances of the code

0 in the image of down contour image, say n0. If the

width of the resulting local base line is greater than

1.25w, then if n4 > n0, the iup is retained and the idown
is shifted upward, so that the width of the base line

becomes w. Otherwise, if n4 <=n0, the iup is shifted

downward in the same way.

3. SEGMENTATION ALGORITHM

3.1. Contour labeling

This step of the segmentation technique is based on the

conditional labeling of the up contour and down contour

of each subword (Fig. 3). Tracing the up contour from

right to left in CCW direction, each point is labeled

depending on its distance from the base line and the label

of its preceding point. These labels are 1, 0 and -1

standing for up, middle and down, respectively. The

labeling process is shown in Fig. 5(a) in the form of a

state diagram. The label of the first point of a contour is

always up. Figure 4(a) shows a sample word and it’s

labeled up contour. The neighboring points having the

same label make a path. If a path is shorter than (w/2+1),
it is linked to the preceding path. Since in some cases the

curves and bends are only in up contour or down contour

of subwords, in our algorithm, we also label down

contours. Labeling procedure for down contours is the

same as that of the up contours. The state diagram of this

procedure is shown in fig. 5(b). In this way, as shown in

figure 4(b), the up contour and down contour are

represented by strings of the labeled paths –both from

right to left.

Figure 3.(a) Body of word (b) its contour (c) up contour (d) down

contour

Figure 2.Pre-processing
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Figure 4. (a)A word, its contour, and its labeled up contour . (b) A

word, its contour and labeled down contour

Figure 5.State diagram of (a)up contour (b) down contour labeling

process

3.2. Contour curvature grouping

Using contour curvature of subwords will improve the

segmentation results. Specifically soft bends in subwords

are hard to determine with labels introduced in 3.1. So we

add another step to our algorithm. This step works like in

3.1. Up contour and down contour of the subword, traced

CCW, are represented by the eight-directional Freeman

code. Numbers from 0 to 7 are the names of these kinds

of grouping. The neighboring points having the same

number make a group. If the length of a group is shorter

than w/2, it is linked to the preceding path. So the codes

are smoothed somehow.

3.3. Character segmentation

A potential segmentation point is defined as follows:

1. All segmentation points must be 1.5w apart from left

and 2w apart from right end of the subword.

2. All segmentation points must be around base

line.(within w/2 of it)

3.3.1. For contour groups 0-7 (freeman code)
Here we use the difference between two adjacent groups

and the paths (up, median, down) to determine the

segmentation point. If the previous path is a 1 (up) path

longer than w; and the point in up contour is in a group

with number 2, 3 or 4; and the point in down contour

with the same column, is in a group with number 6 or 7,

the point is segmentation point.

3.3.2.For contour labeled by up, median and down labels
For both the up contour and the down contour, If the 0

path (median) is longer than w and:

The previous path and the next path is 1 path and the

next path is longer than 1.5w; or the next path is -1 and

its length is more than 2.5w; or the next path is -1 path,

longer than 4w and the last path.

3.3. Adaptive local base line

Thereafter, we divide the length of subword by the

number of segmentation points, and compare the result r
with a threshold t. If r is less than t the local line will

vary and the procedure will repeat. Local line will go up

and down for definite times depending on w. This step is

useful, especially when our base line is not accurate. Here

we will take care of wrong segmentation points so that

they do not affect our results. The threshold is determined

statistically. It is worth mentioning that this segmentation

algorithm is not sensitive to slant and overlapping

characters. The segmentation algorithms that are based

on the vertical histogram or upper profile of the words

have severe problems with overlapping characters. This

algorithm uses the contours and therefore tolerates any

degree of overlapping between the characters. An

example to show the strength of this technique, compared

with the other techniques, is shown in Fig. 6.

Figure 6.The effect of slant and overlapping characters in: (a)

histogram-based methods; (b) profile-based methods d (c) contour-

based method.[5]

3.4. Post-processing

The segmentation algorithm tends to over-segment the

characters, i.e. certain characters are split into sub-

characters. There are three main reasons for this. First,

the algorithm is tuned as not to miss any segmentation

point, if possible. Second, there are certain simple shapes

in the body of some characters that resemble other

characters. Third, our algorithm is for multi font cases

and in fact, it is very difficult to find a procedure suitable

for all fonts. It is possible to leave these errors to be

resolved in the recognition stage. However, the errors that

occur frequently can be detected and corrected, as

described here. Sometimes more than one segmentation

point is determined instead of one. In this case points

nearer than w/2 is gathered to a one point. Some
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characters, when occurring at the end of a subword, may

have a u path that causes a false segment. Some other

characters have a similar u path that produces a correct

segment. The second group of character is detectable by

their height or loop. Therefore, the false segment is

recognized and connected to its right neighbor (fig.7).

Using dots and their information such as position,

number, etc will be useful, too. [1]

Figure 7.Segmentation examples

4. EXPERIMENTAL RESULTS

The segmentation algorithm was tested on a set of printed

texts in 18 different fonts (Fig. 8). The test set includes

22236 characters. The training samples are not included

in the test set. Results are shown below. (Table 1)

Figure 8. .Sample words of different fonts used in test set

Table 1-segmentation results

Font
Correct Segmentation

Rate(%)

traffic 99.92%

Yekan 99.76%

Homa 99.68%

Roya 99.52%

Simplified Arabic 99.44%

Arabic Transparent 99.28%

Yagut 99.20%

Elham 99.03%

Times New Roman 98.80%

Mitra 97.91%

Nazanin 97.11%

Kamran 96.79%

Esfehan 96.15%

Davat 94.79%

Koodak 94.40%

Arshia 92.30%

Zar 90.62%

Lotus 90.46%

Total 96.95%

5. CONCLUSION

In this paper, a character segmentation algorithm was

proposed for multi font Farsi/Arabic text. A correct

segmentation rate of about 97% for 18 fonts was

achieved. The algorithm is tolerant to slant (below .1719

degree), and to some extent to the misalignment of the

local base lines. The segmentation errors were mainly due

to skewed text lines. Using a pre-processing step will

improve the results.
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