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ABSTRACT

In this paper, we propose a simple non-linear content-

adaptive filter that is efficient in removing noise from a

video. The proposed filter is called spatiotemporal

varying filter (STVF) and is able to produce optimal

results in the sense that it minimizes the weighted least

square error. STVF combines the advantages of

conventional denoising filters that enable it to decrease

the noise variance in smooth areas but at the same time

retains the sharpness of edges in object boundaries.

Simulation results show that STVF outperforms the

conventional denoising methods like low-pass filtering,

median filtering and wiener filtering.

I. INTRODUCTION

Over the past years, with the advance of signal processing

and networking technologies, applications that utilize

digital video have been increased dramatically. Famous

examples included video conferencing, digital TV

broadcasting and other multimedia services. Various

digital video processing technologies have been therefore

developed to tackle different associated problems. One of

the techniques is video denoising, which is a process to

remove noise from a digital video.

There are many ways noise could get into a digital

video, typical ways are through the acquisition system

and in the process of transmission over networks. Noise

in a digital video is undesirable not only because it

scarifies the perceptual quality but also increases the

entropy of that digital video and decreases the

compression efficiency of a predictive video encoder for

the video. Thus, video denoising is important as it could

increase the perceptual quality and at the same time

decrease the entropy of a digital video.

Many denoising techniques have been developed in the

literatures [1-7]. Those algorithms involved using

traditional stochastic processing skills and modern digital

wavelet domain image processing techniques. In [4], a

filter combining Kalman and Wiener estimates is

introduced, temporal and spatial redundancies are

exploited by Kalman and Wiener filters respectively. In

[7], methods on wavelet image denoising are discussed.

These algorithms would usually depend on heavy

computational power for sorting, calculating variances,

expectations and doing motion compensation etc. In

addition, they might also require a large amount of

memory storage, for instance, storing sub-band image

information. Besides these complicated methods, other

simple algorithms like low-pass filtering are also

available; however, the results are not satisfactory. For

example, low-pass filtering would blur the object

boundaries and create sawtooth effect.

In the proposed video denoising algorithm, while

obtaining satisfactory results, we could also maintain low

computation and low memory requirement. The

remaining of this paper is organized as follow. In section

II, we would introduce the proposed algorithm, and in

section III, the simulation results are shown. Finally,

conclusions would be drawn in section IV.

II. THE PROPOSED ALGORITHM

Noise could easily get into a digital video through the

acquisition system or from the networks of transmission

and is usually with random pattern. Pixel values in a

digital video should be highly correlated within a small

region, both in spatial and temporal domains. We would

exploit this correlation in a simple and effective way.

The proposed algorithm is divided into three sections,

which are called noise detection, adaptive filtering and

pixel regulating as shown in Fig.1.

Noise Detection

Adaptive Filtering

Pixel Regulating
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Fig.1 Overall algorithm flow
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A noisy digital video is processed on a frame-by-frame

and pixel-by-pixel base. Each original noisy pixel value

xij would be processed one by one and a reconstructed

pixel value zij would be generated to replace the original

noisy pixel value in order to form the denoised video.

A. Noise Detection

The first step in the proposed algorithm is to detect

whether the noisy pixel value input xij itself is corrupted

by an impulsive noise or not. The denoising model shown

in Fig.2 is applied for the noise detection.

The pixel value of the current pixel xij would be

compared to that of the neighboring pixels xi-1,j, xi+1,j, xi,j-1,

xi,j+1 and co-located pixel pij in the previous filtered frame.

If all the differences are greater than a predefined

threshold T1, that means the current pixel value xij is

quite different from all of its neighboring pixel values, in

both spatial and temporal domains, and is therefore

possibly corrupted by an impulsive noise. We could then

mark it as impulsive noise corrupted, otherwise we would

mark it as non-impulsive noise corrupted. This

classification information would be used in the following

adaptive filtering and pixel regulating processes.

Mathematical description is as below.
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B. Adaptive Filtering

After noise detection in the first step, a filtered value yij

would be assigned to each noisy pixel in this step. We

would mainly use a spatiotemporal varying filter (STVF)

in Eq. (2) to generate the filtered value yij. If the current

pixel is marked as impulsive noise corrupted, then the

correlation between the noisy pixel value xij and its

original pixel value should be small and we would assign

its corresponding filtered value as the weighted average

of its neighboring pixel values xi-1,j, xi+1,j, xi,j-1 and xi,j+1 in

the current frame by using Eq. (1) for further process.
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If the current pixel is marked as non-impulsive noise

corrupted, then the correlation between the noisy pixel

value xij and its original pixel value should be large. We

would like to generate a filtered value yij that is close to

the noisy pixel value. The filtered value of the current

pixel would be calculated depending on its local

characteristic using Eq. (2) and Eq. (3).
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In order to approximate the original pixel value of

current pixel, we assign its filtered value as a weighted

average of its noisy pixel value and its neighboring pixel

values. The weight of each pixel is given by Eq. (3)

which depends on the pixel value difference between the

current noisy pixel and its neighboring pixel. It is

assumed that the current noisy pixel value is highly

correlated to its original pixel value as it is not impulsive

noise corrupted. And the pixel value differences between

the noisy pixel and its neighboring pixels should reflect

the correlations between its original pixel and its

neighboring pixel values. The smaller the pixel value

difference is, the larger the correlation is. Therefore, we

would like the filtered value to be generated in a way that

the pixel value differences are minimized. In the other

words, we need to minimize the weighted least square

error (WLSE) between the filtered value and the pixel

values xij, xi-1,j, xi+1,j, xi,j-1, xi,j+1 and pij, and this constraint

is formulated in Eq. (4)

The filtering result of the STVF is optimal as we could

see that the optimal solution in Eq. (5) has the same form

as Eq. (2). In the other words, STVF could generate the

best candidate value to replace the noisy value of current

pixel by exploiting the corrections of its neighboring

pixel values within a small region and taking optimal

weights of them.

pij xij

xi-1,j

xi,j+1xi,j-1

xi+1,j

Filtered frame t-1 Current frame t

Fig.2 Denoising Model Layout
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STVF in fact combines the advantages of low-pass

filter and edge-preserving filter. In high-texture areas or

object boundaries, STVF would maintain the sharpness of

edges as it exploits the edge information by taking into

account the pixel value differences between the current

processing pixel and its neighboring pixels. It is because

if one of the neighboring pixels belongs to other object,

then the pixel value difference between the current pixel

and that neighboring pixel should be large and STVF

would give a small weight for that pixel. While in smooth

areas, as all the pixel value differences should be similar,

STVF would give similar weights to all the neighboring

pixels and perform as well as low-pass filter to decrease

the noise variance of smooth areas effectively.

C. Pixel Regulating

The final procedure in the proposed algorithm is to obtain

the reconstructed pixel value zij from the filtered value yij.

If the current pixel is not marked as impulsive noise

corrupted, then the original pixel value should be highly

correlated to the corrupted noisy pixel value xij, therefore

we try to keep a small deviation between the

reconstructed pixel value and the noisy pixel value using

a predefined threshold T2 and Eq. (6). If the current pixel

is marked as impulsive noise corrupted, then the

correlation between current noisy pixel value and its

original pixel value is small, we then set the

reconstructed pixel value equal to the filtered pixel value,

i.e. setting zij = yij.
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Lastly, the denoised video could be obtained by

replacing all the noisy pixel values with the reconstructed

pixel values.

III. SIMULATION RESULTS

Simulations have been done on several video sequences of

size 352x288 pixels. Gaussian noise of zero mean with

variances 9 and 16 are added to the video sequences, and

then the noisy video sequences are denoised using various

denoising algorithms. In each sequence, PSNR is

calculated based on the denoised video with respect to the

original one. Both the PSNR and perceptual quality of the

denoised video sequences are compared. We could see

from Table.1 and Table.2 that the proposed algorithm

obtained the highest PSNR in all cases and is able to

obtain up to 8dB gain compared to that of Wiener filter.

There is gain of STVF because it could remove noise

from a video but not blurring the edges. From Fig.1 to

Fig.6, we also could see that the proposed algorithm

results in the best perceptual quality among all the

denoising algorithms; this could be easily seen by looking

at the words like “EBEL” as shown in the pictures.

IV. CONCLUSION

A simple and yet effective non-linear video denoising

filter called STVF is introduced. The proposed filter

could obtain an optimal filtering result in the sense that it

minimizes the weighted least square error. STVF is not

only able to remove noise effectively but at same time

retaining image details. Simulation results show that the

proposed filter could outperform conventional denoising

algorithms both in term of perceptual quality and PSNR,

and could obtain up to 8dB gain compare to that of

Wiener filter.
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Fig.1 Part of enlarged 1st frame of original “stefan”

Fig.2 Part of enlarged 1st frame of noisy “stefan” with

Gaussian noise with variance 16

Fig.3 Part of enlarged 1st frame of denoised “stefan”

using low-pass filter

Fig.4 Part of enlarged 1st frame of denoised “stefan”

using median filter

Fig.5 Part of enlarged 1st frame of denoised “stefan”

using wiener filter

Fig.6 Part of enlarged 1st frame of denoised “stefan”

using proposed filter

Sequence Lowpass Median Wiener Proposed

akiyo 36.0769 36.2063 40.086 41.9359

coastguard 30.6388 29.493 30.8974 38.1736

foreman 33.6656 34.1092 36.9508 40.337

mother 37.6666 37.621 39.7038 42.2166

silent 33.7325 33.6773 34.7288 39.0913

stefan 28.3676 27.2374 29.7946 38.3777

Table.1 Average PSNR(dB) of denoised sequences using

different denoising algorithms for noise with variance 9

Sequence Lowpass Median Wiener Proposed

Akiyo 35.817 35.8082 39.3619 40.1332

coastguard 30.5601 29.372 30.7945 37.0555

Foreman 33.5144 33.8368 36.5756 38.9512

Mother 37.2868 37.0396 39.0944 40.3688

Silent 33.5804 33.4123 34.5176 37.9775

Stefan 28.3186 27.1697 29.6893 37.0843

Table.2 Average PSNR(dB) of denoised sequences using

different denoising algorithms for noise with variance 16
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