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ABSTRACT

This paper presents a video enhancement scheme for very low-
bit-rate compressed video. High compression ratios introduce vis-
ible compression artifacts and blurring. To enhance the quality
of the compressed video, a super-resolution (SR) scheme is em-
ployed. However, the effectiveness of the SR process depends
heavily on the amount of subpixel motion that exists between
frames in a video sequence, and on the accuracy of the motion vec-
tors. To increase the effectiveness of the SR process, we introduce
the concept of added motion prior to video compression. The pa-
rameters of this added motion are sent to the receiver with the com-
pressed bit-stream. The proposed SR scheme also exploits exist-
ing motion between frames, by estimating motion vectors for each
pixel using the original (uncompressed) video. However, since
transmitting the pixel-based motion vectors is not practical due to
the resulting significant increase in side information, the proposed
scheme selects and sends only a very small set of motion vectors
based upon their significance in the super-resolution enhancement.
The results obtained show a significant improvement in the visual
quality of the video sequences, as well as improvement in PSNR.

1. INTRODUCTION

The area of digital video enhancement has received considerable
attention in the past ten years. Numerous techniques have been
proposed with different levels of success. Traditionally, video en-
hancement techniques are only applied on decompressed frames.

A number of super-resolution (SR) techniques have also been
used for video enhancement [1] [2] [3] [4]. These SR techniques
make use of multiple video frames for enhancing a single frame,
as compared to the non-SR techniques that only make use of the
single frame to be enhanced [5]. However, the effectiveness of the
SR process depends on the amount of subpixel motion that exist
between frames in a video sequence, and on the accuracy of the
estimated motion vectors. The amount of the existing motion in
different regions of the frame can vary significantly (from no mo-
tion to high motion). For example, when a static camera is used,
the motion of the background is zero. When the camera is follow-
ing an object of interest moving with a translational motion, the
motion of that object is zero relative to the camera, which renders
the SR process unusable for that object. In order to address this
issue, we propose an SR scheme in which motion is added to the
frames prior to compression.

Furthermore, the SR effectiveness depends on the accurate es-
timation of the existing motion for each pixel [6] [7]. However,

with low-bit-rate video, accurate motion estimation is very diffi-
cult to achieve using the decoded frames because of the inherent
compression artifacts. On the other hand, performing the motion
estimation for each pixel using the original frames at the transmit-
ter, typically results in a large amount of side information if all
of the computed motion vectors are transmitted to the decoder. In
this paper, we propose an efficient scheme for the prediction of
motion vectors at the receiver side based on a limited set of trans-
mitted motion vectors that is sent. For this purpose, the proposed
scheme computes the motion vectors using the original (uncom-
pressed) video frames; but only a very small limited set of motion
vectors (LSMV) is selected and sent to the receiver, based upon
their significance in the super-resolution enhancement. At the re-
ceiver, each pixel is assigned a motion vector from the transmitted
LSMV to maximize the motion prediction performance.

The proposed SR enhancement algorithm is applied on the de-
coded frames, based on both the received added motion parame-
ters and the existing motion that is predicted using the received
LSMV. The proposed SR enhancement scheme is independent of
the applied compression technique, and can work with any stan-
dard or non-standard compression scheme. Nevertheless, if a spe-
cific knowledge about compression is available, an optimization in
terms of quality and computations, is possible.

The paper is organized as follows. Section 2 describes the pro-
posed SR enhancement scheme, including the concept of added
motion, the LSMV generation process and the applied SR algo-
rithm. Results from performed experiments on different video se-
quences are presented in Section 3. A conclusion is given in Sec-
tion 4.

2. PROPOSED MOTION-AUGMENTED
SUPER-RESOLUTION VIDEO ENHANCEMENT

SCHEME

A block diagram of the proposed SR video enhancement scheme
is shown in Fig. 1. First, a motion estimation procedure is applied
to the original (uncompressed) video sequence resulting in motion
vectors for each pixel in the frame. The estimated motion vectors
are then used in a motion analysis process to determine optimal-
ity of the existing motion and to estimate the amount of additional
motion that needs to be introduced in the frames in order to op-
timize the SR enhancement process at the receiver. The resulting
frames (containing added motion) are then compressed and sent to
the receiver, together with the added motion parameters.

The LSMV generation stage is used for selecting and transmit-
ting only a limited set of the motion vectors based on their signif-
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Fig. 1. Block diagram illustrating proposed motion-augmented SR enhancement scheme.

icance for the SR enhancement. For this purpose, it makes use of
the decoded video sequence (decompressed and compensated for
added motion) and of the full set of computed motion vectors in
order to optimize the selection of the LSMV. Details on the SR en-
hancement procedure, the added motion and the LSMV generation
procedures are given in Section 2.1, 2.2 and 2.3, respectively.

At the receiver (Fig. 1), the decompressed frames are motion
compensated for the added motion, using the received
added motion parameters. Next, a motion prediction is performed
using the received LSMV and the decoded video frames in order
to generate one motion vector per pixel. These generated motion
vectors are then used in the SR algorithm to enhance the decoded
frames.

The proposed scheme can be applied independent of the em-
ployed compression technique. However, motion vectors
estimated from the original frames prior to the compression could
also be used in the compression process for prediction, if inter-
coding is used.

2.1. SR algorithm

Let Yn represent the current decoded frame to be enhanced. The
proposed SR scheme makes use of one past degraded frame Yn−1

and one future decoded frame Yn+1 in reconstructing
a high-resolution enhanced version, bXn, of Xn.

The SR enhancement is performed through the minimization
of a norm-L2-based cost function, given by:

bXn = arg min
X

n

"
1X

k=−1

‖Fn,n−kXn − Y n−k‖
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2
2

#
,

(1)
where Xn is a column vector representing undegraded high-

resolution version of Yn frame, and Y n−k are column vectors rep-
resenting the decoded frames Yn−k, both in lexicographic order.
Fn,n−k represents geometrical warping between frames. To es-
timate this warping, the predicted motion vectors are used. Q is
regularization matrix and λ is weighting factor.

Since the proposed scheme is not directly connected to the
compression technique used, the regularization used in (1) poses
only a smoothing constraint. Some specific regularization terms

could be used with specific compression techniques; for exam-
ple, an appropriate deblocking term could be used with DCT-based
compression techniques.

2.2. Added Motion Procedure

As mentioned in Section 1, the amount of the existing motion in
different regions of the frame can vary significantly. SR techniques
are known to be more effective when a sufficiently high amount of
motion is present; these perform poorly in the absence of motion
or when only little motion is present. In the proposed scheme ad-
ditional motion is introduced in the frames Xn−1, Xn and Xn+1

in order to optimize the SR enhancement of the considered frame
Xn. However, estimating optimal motion for every pixel or re-
gion in the frames is computationally expensive and can generate
a large amount of additional motion parameters which should be
sent to the receiver as a side information. In addition, applying the
additional motion at a subpixel level to the frame requires interpo-
lation which can degrade the high frequency components and can,
also, cause overlapping at the borders of the regions with different
motion. To address these issues, additional motion is introduced
for each original frame Xn−1, Xn and Xn+1 as a global transla-
tional shift S, that is applied uniformly to the pixels in a frame.
Since, at very low bit-rate, compression causes artifacts and blur-
ring that typically span more than two pixels, we restrict the shift
to be of the order of one pixel in the horizontal (left/right) and ver-
tical (up/down) direction. So, under these constraints, the problem
of finding the optimal additional motion shift can be formulated as
follows:

• for the first frame in the sequence, find the shifts S1 and S2,
where Si ∈ {(0, 0), (−1, 0), (1, 0), (0,−1), (0, 1), (−1,−1),
(−1, 1), (1, 1)}, i = 1, 2, such that when applied to the frames X1

and X2, respectively, would result in the best SR enhanced version
of X1 by minimizing considered SR cost function (1),

• for all the other frames in the sequence, find the shift Sn+1,
where Sn+1 ∈ {(0, 0), (−1, 0), (1, 0), (0,−1), (0, 1), (−1,−1),
(−1, 1), (1, 1)}, given the shifts Sn−1 and Sn, such that when
applied to the frames Xn−1, Xn and Xn+1, respectively, would
result in the best SR enhanced version of Xn by minimizing con-
sidered SR cost function (1).

Adding global integer motion is computationally inexpensive
and leaves the frames almost unchanged, except for the very small
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Fig. 2. Block diagram illustrating the process of generation of the limited set of motion vectors.

region near the borders of the frame, thus, avoiding the loss of high
frequencies due to interpolation.

2.3. Generation of a Limited Set of Motion Vectors

Fig. 2 shows a block diagram illustrating LSMV generation pro-
cess at the transmitter side. First, the histogram of the motion vec-
tors estimated from original frames is calculated and sorted in de-
creasing order. The LSMV is generated in an iterative procedure,
starting with one motion vector, the one with the highest histogram
value (highest value of occurrence). At each iteration, the gener-
ated LSMV is used as part of a motion prediction procedure, in
order to estimate predicted motion vectors for every pixel, using
decompressed and added motion compensated frames. The result-
ing predicted motion vectors are then used in the SR procedure to
enhance the decoded frame and the PSNR gain is computed. At
every iteration, the size of the LSMV is increased by augmenting
it with the next motion vector in the sorted list of motion vec-
tors. The procedure terminates when a specified PSNR threshold
is achieved or the number of motion vectors has reached a speci-
fied limit.

3. EXPERIMENTAL RESULTS

To test the performance of the proposed scheme on sequences with
little motion, the QCIF (144×176) Akiyo sequence was used, at a
frame rate of 10 frames per second (fps). The sequence was com-
pressed at 50kbps using Motion JPEG2000. Added global motion
used in the experiment was ±1 pixel in the horizontal and/or ver-
tical directions, as discussed in Section 2.2. The size of LSMV
generated was approximately 1.3% of the total bit-rate.

Fig. 3 shows the PSNR gain that is obtained by applying the
proposed SR scheme with (solid) and without (dashed) added mo-
tion. It can be seen that the proposed motion-augmented SR
scheme with added motion results in a significantly higher PSNR
gain as compared to scheme without added motion (only LSMV).
The PSNR gain ranges from 1.1 to 2dB with an average of 1.6dB
with the proposed added motion, while the PSNR gain ranges from
0.1 to 0.8dB with an average of 0.4dB without added motion.

The resulting improvement in visual quality is also very sig-
nificant. When the original decoded sequence and the obtained
SR enhanced decoded sequence are played back and compared on
a CRT monitor it can be seen that the original decoded sequence
suffers from very annoying compression artifacts including blur
and ”mosquito” noise, which are significantly removed by the pro-
posed motion-augmented SR scheme. Fig. 4 and 5 show, respec-
tively, the decoded frames 10 and 97 of the Akiyo sequence with-
out and with the proposed motion-augmented SR-enhancement.
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Fig. 3. PSNR gain of the proposed SR estimation for the Akiyo
sequence.

4. CONCLUSIONS

A new motion-augmented SR enhancement scheme for very low-
bit-rate compressed video is presented. To increase the effective-
ness of the SR process, a new concept of added motion is intro-
duced, in which optimality of the motion between frames with
respect to SR enhancement is exploited. The existing motion be-
tween frames is also exploited using motion prediction procedure
based on limited set of motion vectors. Both techniques signifi-
cantly contribute in effectiveness of the SR enhancement process.
The results obtained show improvement in PSNR of up to 2dB,
with average of 1.6dB. Also, significant improvement of visual
quality of the obtained SR enhanced decoded sequence has been
achieved, compared to original decoded sequence.
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(a) decoded frame (b) SR enhanced decoded frame

Fig. 4. Frame 10 of Akiyo video sequence, compressed at bit-rate of 50kbps using MJPEG2000 without (a) and with proposed SR
enhancement (b).

(a) decoded frame (b) SR enhanced decoded frame

Fig. 5. Frame 97 of Akiyo video sequence, compressed at bit-rate of 50kbps using MJPEG2000 without (a) and with proposed SR
enhancement (b).
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