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ABSTRACT

Content-based video retrieval is one of the most active and
exciting research areas in the field of multimedia technol-
ogy. In this paper, we present an approach for video back-
ground retrieval using mosaic images and a Support Vector
Machine(SVM). The video is captured by a moving cam-
era and a portion of the scene is visible at any time. The
Kanade-Lucas-Tomasi(KLT) feature tracker is used to get
the correspondences between consecutive images and the
homography is calculated using these correspondences. We
use the homography to construct the mosaic background im-
age and a Mixture of Gaussian(MoG) background subtrac-
tion algorithm to remove the moving objects in the scene.
An SVM is then applied to classify the mosaic background
image. The experimental results show the efficiency and
effectiveness of the proposed approach.

1. INTRODUCTION

Content-based retrieval has become an active research area
since the early 1990’s and a large number of retrieval sys-
tems has been developed [1-3]. It is still a challenging task
to search and retrieve a query video from large numbers
of videos. One of the interesting subproblems in video re-
trieval is indexing and retrieval of background regions from
a video database. For example, the task may be ”Please re-
trieve the videos that have the background of mountains?”.
How to solve this particular problem is the focus of this pa-
per.

For the video captured by a moving camera, each frame
only captures a portion of the scene which is not suitable for
retrieval. We should be able to process the whole video that
captures a full view of the scene. Suppose, for example, a
video of a tall building is taken. It is natural to move the
camera vertically along the tall building to take a full view
of it. In order to handle this situation, mosaic background
image could be used for video retrieval.

Image mosaics have attracted a growing attention in re-
cent years and have been used in many applications, such as

video stabilization, background subtraction and virtual en-
vironment [4]. We can construct the mosaic image from a
video by aligning and properly blending together partially
overlapped images acquired by a moving camera.

Once we get the mosaic image, we input it to an SVM
for classification. SVM [5, 6] is a very efficient binary clas-
sifier and can also be applied to multi-class classification
and has attracted much attention in image retrieval litera-
ture recently. Based on SVM, a classifier can be learned
from the training data which is marked by the users. Then
the model can be used to find more relevant videos in the
database.

The rest of the paper is organized as follows. In section
2, we introduce the mosaicing algorithm used in our experi-
ment. In section 3, we introduce the background subtraction
algorithm used for removing the moving objects in the back-
ground image. In section 4, we provide a brief overview of
SVM and its training algorithm. The proposed method is
then tested and experimental results are given in section 5.
Finally, concluding remarks and future work are discussed
in section 6.

2. MOSAICING

An image mosaic is a panoramic image obtained by collat-
ing a sequence of frames after alinging all the images onto
a common reference frame.

Two views of the same scene can be related by a non-
singular linear transformation of the projective plane called
homography or collineation. This happens in two cases: i)
The camera performs a pure rotation or ii)The scene can
be well approximated by a single plane(that is, the depth
range of the scene is small compared to the distance from
the camera). In these two cases, there will be no parallax
and images can be composited to form a mosaic image.

2.1. Homography Computation

The homography between two consecutive frames is com-
puted using the KLT tracker [7, 8]. Features are tracked
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through the video and correspondences are obtained between
each pair of consecutive frames. Using homogeneous co-
ordinates, we relate the correspondences by a non-singular
3 × 3 matrix H:
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2D points in the image plane are denoted as m = (u, v) =
(x1/x3, x2/x3), m′ = (u′, v′) = (x′

1/x′
3, x

′
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3). Each
point correspondence in the plane provides two equations in
the unknown entries of H:

u′(H3,1u + H3,2v + 1) = H1,1u + H1,2u + H1,3 (2)

v′(H3,1u + H3,1v + 1) = H2,1u + H2,2u + H2,3 (3)

We need four correspondences to define the the transforma-
tion matrix uniquely. If n > 4 points, the equation can be
reduced to the form Ax = b. The solution of this equation
is A+b, where A+ = (AT A)−1AT is the pseudo-inverse of
A.

The Least Median of Squares(LMeS) algorithm is used
to remove the outliers due to tracking error or features at-
tached to the moving object.

2.2. Mosaic Construction

In frame to frame approach to mosaic construction, the first
frame is chosen as the reference frame, while all the others
are registered to it, i.e.,

Hi = Hi−1Hi−1,i (4)

where Hi is the homography between the ith frame and the
first frame, Hi,i−1 is the homography between the ith frame
and the (i − 1)th frame.

3. BACKGROUND SUBTRACTION

Before we input the mosaic image to an SVM, we should
identify the moving object and remove it from the back-
ground image. Pixels in the current frame that deviate from
the background are considered to be moving objects. We
will use Mixture of Gaussians(MoG) for the background
model [9].

The MoG method tracks multiple Gaussian distributions
simultaneously and maintains a density function for each
pixel. The pixel distribution is represented as

p(It) =
K∑

i=1

ωi,t · η(It, µi,t, σi,t) (5)

where η(It, µi,t, σi,t) is the ith Gaussian component with
intensity mean µi,t and standard deviation σi,t. ωi,t is the
weight for the ith component.

The parameters of the component are updated [9] as fol-
lows:

⎧⎨
⎩

ωi,t = (1 − α)ωi,t−1 + α(Mi,t)
µi,t = (1 − ρ)µi,t−1 + ρIt

σ2
i,t = (1 − ρ)σ2

i,t−1 + ρ(It − µi,t)T (It − µi,t)
(6)

where α is the learning rate and Mi,t is 1 for model which
matched and 0 for the remaining models.

ρ = αη(It|µi,t, σi,t) (7)

is the learning factor for adapting current distributions.
The Gaussians are ordered by the value of ω/σ. Higher

rank components have low variances and high probabilities,
which are typical characteristics of background. The first B
distributions are chosen as the background model, where

B = argminb(
b∑

i=1

ωi,t > γ) (8)

where γ is a measure of the minimum portion of the data
that should be accounted for by the background.

4. SUPPORT VECTOR MACHINE

SVM is a very powerful classification algorithm. It has been
effectively used in Content-Based Image Retrieval(CBIR)
in [10, 11].

Given a linear separable training samples

(xi, yi)
N
i=1 and yi = {+1,−1} (9)

where xi is an n-dimensional vector and yi is the class label
that the vector belongs to. The general form of the linear
classification function is

g(x) = w · x + b (10)

which corresponds to a separating hyperplane

w · x + b = 0 (11)

where x is an input vector, w is a weight vector, and b is a
bias. The goal of SVM is to find the parameters w and b for
the optimal hyperplane to maximize the geometric margin
2/‖w‖ between the hyperplane, subject to

yi(wT
i xi + b) ≥ +1 (12)

The solution can be found through a Lagrangian dual objec-
tive function

LD =
N∑

i=1

αi − 1
2

N∑
i=1

N∑
j=1

αiαjyiyjx
T
i xj (13)
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We maximize LD subject to αi ≥ 0 and
∑N

i=1 αiyi = 0.
We can represent the optimization problem and its solu-

tion via the inner product. We do this directly for the trans-
formed feature vectors h(xi).

xi · xj → h(xi) · h(xj) = K(xi, xj) (14)

where K(·) is a kernel function. We then get the kernel
version of the dual function

LD =
N∑

i=1

αi − 1
2

N∑
i=1

N∑
j=1

αiαjyiyjK(xi, xj) (15)

The SVM classification function is given by

f(x) = sign(
N∑

i=1

αiyiK(xi, x) + b) (16)

SVM can be extended to multi-class problems, essentially
by solving many two-class problems. A classifier is built
for each pair of classes, and the final classifier is the one
that dominates the most pair of classes. It has particular
advantage when applied to problems with limited samples
in high dimensional spaces.

5. EXPERIMENTS

To evaluate the performance of the proposed algorithm, we
develop the following video background retrieval system. In
figure 1, image features are extracted from different back-
ground images and used as training data for designing the
SVM classifier. A query is sent by the user and video is
taken from the video database. The video is processed to
form a mosaic image of the background and sent to SVM
for classification. The retrieval results are then sent to the
user.

Fig. 1. Flowchart of the video background retrieval system

In our retrieval system, three main features, color, tex-
ture and shape are extracted to represent the image. For the
color feature, we use the color moment [12] in HSV color
space. The color histogram is quantized into 256 levels.
Hue, Saturation and Value are quantized into 16, 4, 4 bins
respectively. Texture is extracted using Gabor wavelet filter
[13]. Four scales and six orientations are used and the fea-
ture length is 4 × 6. Shape features are extracted by edge
histogram [14]. Edges are grouped into five categories, ver-
tical, horizontal, 45◦ diagonal, 135◦ diagonal and isotropic
(non-orientation specific). We normalize each feature and
combine them to form a feature vector.

(a) first frame (b) frame 100

(c) frame 200 (d) last frame

(e) An example of mosaic image

Fig. 2. A mosaic image of church background constructed
from the video.
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beach church lake & rivers clouds mountain
Precision 90.90% 90.48% 90.00% 94.74% 94.44%
Recall 86.96% 86.36% 94.74% 90.00% 85.00%

Table 1. Experimental results for the video background re-
trieval.

We constructed a fully labeled training image database.
It has six classes each with 100 images which are taken from
the Corel Photo Gallery. These are: beach, church, lake and
rivers, clouds and mountain. The features of the images are
sent to the SVM for the background training.

In our experiments, 100 videos are taken and stored in
a video database each of which is about 1000 frames. The
frame size is 320 × 240 pixels. In advance of the retrieval,
a mosaic background image is created for each video.

A mosaic of church background is shown in Figure 2.
The first four images in the two rows are the first, 100, 200
and the last frames in the video. The last image is the mosaic
image constructed using the above four images. The mosaic
image gives a panoramic of the church and big moving ob-
jects that occlude the scene are removed.

For evaluation of the retrieval performance, precision-
recall metrics are used. Recall is the ratio of the number of
relevant images returned to the total number of relevant im-
ages. Precision is the ratio of the number of relevant images
returned to the total number of images returned.

The results of the experiment are summarized in Table
1. The average precision and recall rate are 92.11% and
88.61% respectively. We achieve very good results using
our proposed approach.

6. CONCLUSION AND FUTURE WORK

In this paper, we presented an approach for video back-
ground retrieval using a mosaic image and an SVM classi-
fier. The experiment results prove our method’s robustness
and effectiveness.

Our future work will include applying bootstrap or prob-
abilistic characterization to model pixel value of the mosaic
image for further possible improvement.
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