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ABSTRACT

Due to the popularity of the Internet and the powerful com-
puting capability of computers, efficient processing/retrieval
of multimedia data has become an important issue. In this
paper, we propose a fast video retrieval algorithm that bases
its search core on the statistics of object motion. The al-
gorithm starts with extracting object motions from a shot
and then transform/quantize them into the form of probabil-
ity distributions. By choosing the shot that has the largest
entropy value among the constituent shots of an unknown
query video clip, we execute the first stage video search.
By comparing two shots with different lengths, their corre-
sponding motion probability distributions are compared by
a discrete Bhattacharyya distance which is designed to mea-
sure the similarity between any two distribution functions.
In the second stage, we add an adjacent shot(either preced-
ing or subsequent) to perform a finer comparison. Experi-
mental results demonstrate that our fast video retrieval al-
gorithm is powerful in terms of accuracy and efficiency.

1. INTRODUCTION

In the multimedia era, using an unknown video clip to re-
trieve a complete counterpart video in a video database will
definitely be the future trend of our daily life. A piece of
video clip may contain several consecutive shots and its
first and last shots may be incomplete. In order for exe-
cuting efficient video indexing/retrieval, many crucial tech-
nologies such as shot change detection [1, 2], shot represen-
tation [3, 4], key video frame/clip extraction [6], etc., have
been developed in the past decade. In this paper, we shall
use two gradual shot change detection algorithms [1, 2] de-
veloped by ourselves to detect the shot boundaries of an un-
known video clip. Then, we compute the entropy of every
constituent shot of the above mention video clip and pick
the shot that has the largest entropy value as the first stage
query. We extract object motions from this shot and then
transform/quantize these local motions into the form of 2D
probability distributions. The set of probability distributions
extracted from the query shot is then compared with the
probability distributions of the shots in the database. We
choose the discrete Bhattacharyya distance that is designed

specifically for comparing two distributions to execute the
task. The above mentioned first-stage coarse search is able
to significantly cut down the size of the search space. By
choosing an adjacent shot of the first query shot, we con-
catenate the two shots to form the query of the second-stage
coarse search. The motion feature used in the second-stage
coarse search is the same as that used in the first stage. How-
ever, the order of the two consecutive shots is equivalent to
the introduction of the “causality” effect. Experimental re-
sults demonstrate that our fast video retrieval algorithm is
powerful in terms of accuracy and efficiency.

2. PREPROCESSING

Since a shot is the most primitive unit with semantic mean-
ing that can be used for video retrieval, a powerful shot
change detection algorithm is indispensable. In [1] and [2],
we have proposed two powerful gradual shot change detec-
tion algorithms that can detect roughly about 80% of grad-
ual shot transitions. In order to extract valid local motions
from a shot, we used the abovementioned algorithms to pro-
cess on several videos and obtained a large number of shots
from these videos. For a complete shot, it is possible to
cover several GOPs(group of pictures). Under the circum-
stances, the original design of an MPEG bitstream cannot
be used directly for computing the local motion(object mo-
tion) between every consecutive anchor frame pair(anchor
frame means I- and P- frames). For a P-frame in an MPEG
bitstream, the forward motion vectors between itself and its
reference frame can be directly extracted and used as a valid
motion field. However it is not the case for an I-frame be-
cause an I-frame is actually intra-coded and containing no
motion information inside it. For the above mentioned dis-
continuity problem that does exist between two consecutive
GOPs, we propose to use the motion vectors of the B-frame
which is located right after the last P-frame in each GOP to
solve the problem. Suppose the forward motion vector and
backward motion vector of a macroblock in the above men-
tioned B-frame are �F and �B, respectively. Then �F - �B can
be regarded as a pseudo motion vector between the last P-
frame in the current GOP and the I-frame in the next GOP.
The replacement can be represented graphically as showed
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in Fig.1. Thus we can construct a motion vector field be-
tween any two anchor frames even the motion vector cannot
be found in I-frames.

Fig. 1. Consecutive motion vector.

3. LOCAL MOTION EXTRACTION

In this study, the size of a video frame is 352 × 240, and
therefore there are in total 22 × 15 = 330 macroblocks in a
frame. However, we observed that the boundaries of a frame
are relatively motionless and therefore should be discarded.
In addition, the place in which the captions usually appear
should also be discarded. Under these circumstances, we
only use the central portion of a frame as valid macroblocks.
The total number of macroblocks that are considered valid
in our study is 20 × 9 = 180. Fig.2 is the illustration of
where in a frame the valid macroblocks located.

Fig. 2. The illustration of where in a frame the valid mac-
roblocks located.

Now, we are ready to discuss how to calculate the statis-
tics of motion from a valid macroblock sequence located in
a shot. Using this statistics, we are able to conduct quanti-
tative comparison between two distinct shots. The left hard
side of Fig.3 illustrates a typical shot consisting of n anchor
frames. From this shot, we can derive n − 1 local motions
between any two consecutive anchor frames. Since a local
motion vector derived from two consecutive macroblocks
in a shot sequence may be large in magnitude, we have to
transform it into a smaller domain and, in the mean while,
quantize it to facilitate the motion statistics calculation pro-
cess. For a motion vector (x, y) located in the XY plane, we
can transform it into the UV plane by the following equa-
tion:

u = �x/I + 0.5�
v = �y/I + 0.5� (1)

where I is an integer that can be used to control the degree
of quantization(set I=5). The quantization procedure is able

to group the motion vectors that are close to each other into
one bin and makes the derived motion statistics more rea-
sonable.

Fig. 3. An example showing how the motion vectors ex-
tracted from a macroblock sequence are projected onto the
UV plane.

For calculating the statistics of motion from a valid mac-
roblock sequence(as indicated in Fig.3), we have to do the
following. First, let mi,j be the set of motion vectors of
a valid macroblock sequence. The first macroblock of this
macroblock sequence begins from the i-th row, j-th column
of the valid macroblock region as indicated in Fig.2. The
probability that the quantized(or transformed) motion vec-
tors of this macroblock sequence falls into the bin (u, v) can
be calculated as follows:

p(LM = (u, v)|LM ∈ mi,j) =
#{LM |LM = (u, v)}

L
(2)

where LM represents a motion vector after transformation(or
quantization) and L is the total number of quantized motion
vectors in this valid macroblock sequence. #{LM |LM =
(u, v)} means the number of quantized motion vectors that
fall into the (u, v) bin. Fig.3 illustrates how to transform
n − 1 motion vectors into the normalized probability dis-
tribution map located in the UV plane. In the example, the
range of U and V are both from -2 to +2. In addition to the
probability distribution calculated above, we can also com-
pute the entropy value of every valid macroblock sequence
by the following equation:

H(S) = −
∑
u,v

{p(LM = (u, v)|LM ∈ mi,j)

ln p(LM = (u, v)|LM ∈ mi,j)}
(3)

The calculation of the entropy shown in Eq.(3) can be used
to guide the selection among the constituent complete shots
of an unknown query clip. Usually, a shot having the largest
entropy value means the shot contains the most discrimi-
nating information that can be used to conduct an efficient
search. In this work, we propose a two-stage process for ef-
ficient video retrieval. As described before, we shall adopt
the complete shot that has the largest entropy value to ex-
ecute the first stage search process. As to the second stage
search process, we shall adopt a shot that is adjacent to the
first chosen shot(either before or after) and make them work
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together for more accurate search outcome. Fig.4 illustrates
some possibilities about the selection of the second shot.
The left hand side of Fig.4 shows a video clip(query) con-
taining a number of shots. The first and the last shots, as
indicated, are incomplete shots. Between the two incom-
plete shots, there are three complete shots. If the leftmost
shot or the middle shot is chosen in the first stage search pro-
cess due to its largest entropy(situation 1 or 2), then we use
its subsequent shot as the chosen shot in the second stage
search. On the other hand, if the rightmost shot(situation 3)
is chosen for the first stage search, then its prior shot will be
adopted to play the role in the second stage search process.

Fig. 4. The strategy of selecting the shot for the second
stage search process.

For comparing two distinct shots, the comparison is of
the form of comparing two probability distribution func-
tions. Here, we shall use the so-called Bhattacharyya dis-
tance [5] to do the job. The Bhattacharyya distance is a
well-known metric which is defined for measurement of the
correlation between two arbitrary statistical distributions.
For any two arbitrary distributions p(x|ω1) and p(x|ω2) of
classes ω1 and ω2, respectively, the continuous form of the
Bhattacharyya distance is defined as [5]:

D(ω1, ω2) = − ln
∫

(p(x|ω1)p(x|ω2))1/2dx (4)

However, in the previous section we have described that
the distribution of motion vectors in a shot is formulated
as the discrete format. Therefore, we need a discrete Bhat-
tacharyya distance to perform the shot comparison task. Let
mi,j and m′

i,j be the set of motion vectors extracted from
the valid macroblock sequence at (i, j) location of two dis-
tinct shots(the two shots may have different lengths). Then,
based on the definition made in Eq.(4), we can define a dis-
crete Bhattacharyya distance for the above two distinct mac-
roblock sequences as follows:

d(mi,j , m
′
i,j) = − ln

∑
u,v

{p(LM=(u,v)|LM∈mi,j)

p(LM ′=(u,v)|LM ′∈m′
i,j)}1/2

(5)

For calculating the distance between two shots, we use
the example shown in Fig.5 to explain how the Bhattacharyya
distance works. Fig.5 illustrates two shots having different
lengths. The number of anchor frames for the upper shot

and the bottom shot are n and p, respectively(n �= p). Tak-
ing a valid macroblock sequence at the same position from
the two different shots, we shall have n−1 and p−1 motion
vectors, respectively, extracted from the upper shot and the
bottom shot.

Fig. 5. An example showing how the motion vectors that
belong to two macroblock sequences of two distinct shots
are extracted and mapped onto the UV plane. The correla-
tion between the two macroblock sequences is calculated by
multiplying all bin-to-bin probabilities and then summing
them up.

After transformation(quantization), we are able to quan-
tize both motion vector sets onto the UV plane as indicated
on the right hand side of Fig.5. The comparison using the
Bhattacharyya distance shown in Eq.(5) can be carried out
as follows. Eq.(5) is the Bhattacharyya distance designed to
measure the similarity between two macroblock sequences
located at the same position but from different shots. In or-
der to calculate the overall Bhattacharyya distance between
two arbitrary shots, one has to accumulate the measured
distance from all macroblock sequence pairs located in the
valid macroblock region as indicated in Fig.2. The equation
for calculating the overall similarity, D(S, S ′) is as follows:

D(S, S′) =

∑
i,j d(mi,j , m

′
i,j)

N
(6)

where S and S ′ represent two distinct shots, and N repre-
sents the total number of valid macroblock sequences exist-
ing in a shot.

4. EXPERIMENTAL RESULTS

In order to show the effectiveness of the proposed method,
we have tested our algorithm against a 1682-shot video database.
First, we used the gradual shot change detection algorithms
proposed in [1, 2] to extract 1682 complete shots from six
digital videos. For each constituent shot in the database,
we used the same method as described in this paper to cal-
culate its statistics of motion(off-line). The length of the
six digital videos were 55 minutes(503 shots, documentary,
video#1), 52 minutes(405 shots, documentary, video#2), 29
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query(two consecutive shots)

(a)The first shot(video#1 shot#107, entropy=341.3) was used as the first stage query.

(b)#1 shot(video#1 shot#107)

(c)#2 shot(video#5 shot#81)

(d)#3 shot(video#4 shot#191)

(e)#4 shot(video#1 shot#106)

(f)#5 shot(video#1 shot#109)

Fig. 6. Retrieved results of the first-stage coarse search. (a)
the query shot was video#1 shot#107; (b)-(f) the top five
retrieved shots out of the 1682-shot database.

minutes(241 shots, commercial, video#3), 38 minutes(193
shots, news, video#4), 38 minutes(283 shots, sports news,
video#5), 17 minutes(57 shots, home video, video#6), re-
spectively. The reason that we chose these video was due
to their variety. In order to test the accuracy of the method,
we used a video clip that was port of the test videos as the
query. Based on the entropy value, we chose shot#107 of
video#1(Fig.6(a)) as the query shot of the first stage coarse
search. The top 5 retrieved results were shown in Fig.6(b)-
(f). It is obvious that the retrieved results based on the
statistics of motion was very efficient, but not necessary
very accurate. In the second stage coarse search, we added
shot#108 of video#1(Fig.7(a)) into the comparison process.
Since the causality factor as well as the motion statistics
of one more shot were added to enhance the power of the
feature set, the top 4 retrieved results(Fig.7(b)-(e)) were all
very close to the query shot pair. By using only two coarse
search stages, we were able to retrieve a very close data
sets. In the future, we shall put our emphasis on introduc-
ing a new comparison strategy that bases its search on finer
structural features.

5. CONCLUSIONS

We have proposed a fast video retrieval algorithm which
could retrieve video simple clip efficiently and accurately.
The proposed approach used the statistics of motion ex-
tracted from a shot as the search features, and we used en-

query(two consecutive shots)

(a)The second shot(video#1 shot#108, entropy=158.4) was used as the second stage
query.

(b)video#1 shot#107 and shot#108 (c)video#1 shot#105 and shot#106

(d)video#1 shot#106 and shot#107 (e)video#1 shot#109 and shot#110

Fig. 7. Retrieved results of the second-stage coarse search.
(a) the second query shot; (b)-(e) the top four retrieved shot
pairs.

tropy to decide the order of query shots. The proposed al-
gorithm could compare two arbitrary simple clips with dif-
ferent lengths by a so-called Bhattacharyya distance and re-
turned the accurate result in mini-seconds. Experimental
results have demonstrated that the proposed fast video re-
trieval algorithm is indeed powerful.
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