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ABSTRACT

The replay scene detection is an useful technique for content
based sports video analysis. Most current researchers try to
find suitable visual and/or compressed domain features to
detect the replay scene from a broadcast video. In this paper,
we present a novel approach using context information from
the concurrence of replay and other types of shots to detect
the replay scenes. We first perform a shot classification and
then a scene transition structure analysis on the generated
shot label sequence to extract the replay scene. The pro-
posed model is computationally fast and some promising
results were obtained.

1. INTRODUCTION

In recent years there has been increasing research attentions
in sports domain [1]. Researchers are focusing on identi-
fying interesting sports events based on multimodal anal-
ysis techniques to assist automatic video summarization,
skimming, highlight generation, etc tasks. In previous re-
ported work, the videos examined are usually the broadcast
sports videos and not raw unedited video [2]. This is be-
cause broadcast sports video contains rich post-production
information, e.g. appearing of replay, transition of differ-
ent shots, superimposed caption, etc, that could be utilized
for semantic analysis, and promising results were reported
by [1, 3].

In this paper, we examined replay scene detection of
broadcast soccer video. A broadcast soccer video is typi-
cally intertwined with different shots such as close-up view,
far view and replay. Of all the shot types, the replay scene is
an excellent locator of semantically important segments as
the broadcast director would normally launch a replay for
interesting events. Hence the replay detection can greatly
facilitate the semantic analysis of soccer video. Literature
has reported some techniques to detect the replay scene. To
give a few examples, Pan et al [4] proposed a replay detec-
tion method by the detection of editing effect, e.g. flying
logos, before and after the replay segments; Kobla et al [5]

used the macroblock types information in B-frames, along
with vector flow information and the number of bits used for
encoding each frame, to detect slow-motion replay. Pan et
al [6] applied the zero crossing measure to evaluate the am-
plitude of the fluctuations in the frame differences within
a sliding window to detect the presence of slow-motion.
These replay detection techniques can be categorized into
two classes: 1) detecting the editing effect, and 2) detect-
ing the slow-motion, which is technologically more generic.
However, as not all replay segments are intertwined with
editing effect or displayed at a much slower than real-time
rate, the current replay detection accuracy remain unsatis-
factory. Lastly, even for replay scene which meets the as-
sumptions of the above techniques, the high computation-
cost hampers the development of real-time analysis systems.
These reasons have made replay scene detection a difficult
problem.

In this paper, we proposed a novel replay scene detec-
tion method based on the analysis of the scene transition
structure in the broadcast sports video. The rest of the paper
is organized as following: Section 2 describes our proposed
method and the required algorithms; Section 3 gives our ex-
perimental results and Section 4 draws the conclusion and
raised some future work.

2. OUR APPROACH

2.1. Method

As introduced in Section 1, the current editing effect detec-
tion and slow-motion detection techniques have their limi-
tations. In our approach, we utilize the context information
to identify the replay scenes.

The context information comes from the scene change
during the transition of different shots. As introduced in
section 1, a video consists of consecutive shots, and each
shot is associated with a different type of scene. These
shots give the broadcast soccer video a well defined struc-
ture and by identifying such temporal scene pattern, the ap-
pearance of replay can be detected. Our proposed method
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adopts a two stage approach, as illustrated in Fig.1: In the
first stage, shot boundary detection and frame classification
are performed and the shots are classified into three classes,
namely Far view(Fig.2a), Medium view (Fig.2b) and Close-
up view (Fig.2c). The obtained shot label sequence is then
sent to the second stage where the scene transition struc-
ture containing the replay shots are detected using string
matching algorithm, and the replay shots are additionally
extracted.
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Fig. 1. Diagram of structure analysis

We make use of visual information from soccer video
to obtain and analyze the shot transition structure. As the
low-level operations to obtain visual frames are straightfor-
ward, we proceed immediately to present the analysis parts,
starting from the first stage of the model.

2.2. Implementation of Stage 1

2.2.1. Shot boundary detection

In broadcast video the shot can be regarded as a basic anal-
ysis unit [7]. In our model the first stage output is a se-
quence of shot classification label from the original broad-

(a) Far view (F)

(b) Medium view (M)

(c) Close-up view (C)

Fig. 2. Shot type examples

cast video, which requires firstly the shot boundaries to be
detected .

We use a commercial software M2-Edit Pro [8] to do
this shot boundary detection task. By experimentally setting
the only related threshold in the software, namely “Sensitiv-
ity”, around 80% shot boundary could be automatically de-
tected. We then manually refine the result by deleting any
obviously unnecessary boundaries to combine the neighbor-
ing shots.

2.2.2. Frame classification

In addition, frame classification is also performed in this
stage. Three classes of possible view type labels is given to
each frame for our model, specifically: Far view (F) (Fig.2a),
Medium view (M) (Fig.2b), or Close-up view (C) (Fig.2c).

Figure 3 summarizes the algorithms to classify each frame
into respective view type.
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Fig. 3. Frame classification algorithms

2.2.3. Shot classification

The shot classification is then performed using a simple
weighted majority voting of frames identified for a single
shot. After this processing, the output is a sequence of shots
labeled as Far, Medium or Close-up shot. This sequence is
processed by the next stage to detect replay scenes.

2.3. Implementation of Stage 2

2.3.1. Scene Transition Structure Detection

From our analysis, we observed that a replay scene has some
definitive scene transitions. E.g, in soccer game replays, the
Close-up views are often launched before and after each re-
play. Hence, if the scene transition structures that are related
with replay can be identified, it could be used to search for
replay scenes, and such transition structures can be detected
using string matching algorithms.
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In this paper, Dynamic Programming Algorithm (DPA)
[9] is applied to detect any matched segments from the shot
label sequence with desired scene transition structure. The
DPA algorithm works in the following manner: The pre-
defined scene transition structure can be regarded as a sub-
string S = {s1, s2, s3, ..., si}, i = 1...U and the shot la-
bel sequence as a string L = {l1, l2, l3, ..., lj}, j = 1...V
where si and lj are the individual symbols of S and L, re-
spectively. The DPA computes the Edit Distance (ED) [9]
matrix D = DPA(S,L), U by V in size. The component
of D, known as the ED between symbol si and lj , is denoted
as di,j where

for i = 1...U, j = 1 (the first column of D)

di,j = i (1)

and for i = 1...U, j = 2...V

di,j = min

⎧⎨
⎩

di−1,j−1 + matchcost(si, lj)
di−1,j + c
di,i−1 + c

⎫⎬
⎭ (2)

As di−1,j−1 will be out of the border of D when i = 1,
we initialize a virtual row with all components to be 0 at
i = 0 just for computational purpose. c is a constant and

matchcost(si, lj) =
{

c
0

si �= lj
si = lj

(3)

The last row of D, dU,j , j = 1...V , records the total
matching cost between S and L. The smaller the value of
dU,j , the smaller the difference between S and a segment of
L ending at index position j. A zero value means an exact
match. By setting a suitable threshold to dU,j , the segments
that match the predefined scene transition structure can be
identified from the label sequence L. A threshold value that
is greater than zero makes the system tolerant to a few un-
matched symbols that either come from the shot classifica-
tion error or from the variance in the actual video. To give
an example, in Fig 4, a total matching cost that is below the
threshold has been extracted at shot index position j = 165
(dU,165 = 1), and the matched label segment is “C-M-F-
M-C” from j = 161 ∼ 165. The related matching path is
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Fig. 4. Example of Edit Distance matrix

rendered in gray color. The substring to be extracted is “C-
M-M-C” as the j-axis, and the i-axis shows a segment of the
shot label sequence.

This best matched label segment (i.e. “C-M-F-M-C” in
the above example) can be traced by analyzing the spacial
matching patterns between di,j and its three possible an-
cestor points, either di−1,j , di,j−1 or di−1,j−1. In string
matching tasks there are 4 possibilities of matches, namely
“exact”, “add”, “delete” and “change”, resulting in the fol-
lowing four patterns (Fig5):
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di,j = di−1,j−1 di,j = di−1,j + c di,j = di,j−1 + c
exact delete add
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di−1,j = di−1,j−1 + c di,j−1 = di−1,j−1

di,j = di−1,j di,j = di,j−1 + c
change

Fig. 5. Matching patterns

By first examining the total matching cost and then trac-
ing back using the above mentioned spacial patterns, the
best matched segments from L can be extracted. Note that
in this paper, the predefined scene transition structures con-
tains not only replay shots but also non-replay shots. Hence,
the next processing extract the precise replay scenes from
the detected segments.

2.3.2. Replay Shot Extraction

The actual replay shots can be identified from the detected
shot label segments using the following rules which are ob-
tained from examination of our database:

1. The close-up view shots are not replay scenes. The
camera coverage in close-up view is too small to make
close-up view shots suitable for replay;

2. The far view and medium view shots can be replay
scenes, but any medium view shot prior to another
far view shot is not replay scene;

3. Any far view or medium view shot can not be replay
scene if it is too short, because the replay is a slow-
motion display of a prior action, and the action al-
ways lasts a duration of time.

Applying these rules to the example in Fig4, the replay
shots at index position j = 163 and j = 164 are detected.
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3. EXPERIMENT

In this experiment, three broadcast game videos (totally 2.5
hours) from England Premier League (EPL) were used for
testing. After the first step processing, a shot classifica-
tion accuracy of 94% (89 incorrect in totally 1328 shots)
is achieved. In the second step processing, three structures
are defined for all the three videos as below (the meanings
of symbol “F”, “M” and “C” are explained in Fig2). Their
respective mismatching thresholds are all set to 1:

• C-M-M-C

• C-C-F-M-C

• C-C-C-M-C

In the experiment it is observed that in the “Scene Tran-
sition Structure Detection” phase of the second stage, the
detected segments from different predefined structures might
overlap. For this case, the segments were merged, resulting
in a longer segment. Then all the detected segments were
sent for “Replay Shot Extraction”, and the final replay de-
tection results are listed in Table1.

Table 1. Replay detection result
Game correct miss false recall precision

Game 1 21 2 7 91.3% 75.0%
Game 2 18 5 2 78.3% 90.0%
Game 3 11 1 5 91.7% 68.8%

Game 1: Bolton vs Liverpool, first half
Game 2: Everton vs Manchester United, first half
Game 3: Manchester City-Birmingham, first half

There are some factors that caused the false or missed
detection of replay scenes. One is the shot classification
errors that come from either shot boundary detection er-
ror by M2-Edit Pro or the variance in game features. The
shot classification errors result in incorrect shot type labels
and thus affect later structure analysis. Another factor is
the suitability of the defined structures. Some shot transi-
tion patterns related with replay are not distinguishing in
the broadcast video, so the inclusion/exclusion of these pat-
terns in structure definition will cause false/mised detection
of replay scenes.

4. CONCLUSION AND FUTURE WORK

In this paper we introduced a novel replay detection method
using scene transition structure analysis of broadcast soc-
cer video. By shot classification and scene transition struc-
ture analysis, the proposed replay scene detection method
is proved to be computationally fast and the performance is
promising.

In the future, the accuracy of the model can be improved
in the following ways: Firstly, the performance of shot clas-
sification could be improved to assist structure analysis. Sec-
ondly, as the scene transition structures actually reflect the
temporal pattern in shot label sequence, other suitable sta-
tistical classifiers can be examined, e.g. Hidden Markov
Model classifier. Thirdly, the experiment database should
be enlarged to discover more appropriate transition struc-
ture definitions. And lastly, some current editing effect de-
tection or slow-motion detection techniques can be added to
improve the detection precision. These techniques are only
carried on the detected shots instead of the whole video,
thus the computational cost can remain low.
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