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ABSTRACT 

Subpixel accurate motion compensated temporal filtering intro-
duces a significant coding gain in scalable 3D wavelet video 
codecs. The influence of the chosen subpixel interpolation tech-
nique has not yet been fully analysed in the context of resolution 
scalability. That problem is addressed in this paper. It is shown 
that support for increased accuracy and resolution adaptive spa-
tial interpolation needs to be featured in a scalable video de-
coder, when low resolution sequences are targeted. Using the 
proposed resolution adaptive filters based on sinc kernels leads 
to improved decoding performance at low resolution in the sense 
of achieving higher quality while reducing the complexity of the 
system. 

1. INTRODUCTION 

With the expansion of video applications, the need for video 
coding enabling seamless delivery for various displaying plat-
forms is becoming acute. Intensive research activities on diverse 
algorithms for scalable video coding have been undertaken in the 
past. Currently this technology is becoming mature and reaching 
the phase of wide commercial exploitation. Besides popular hy-
brid DCT-like based codecs [1], efficient 3D wavelet codecs that 
produce embedded bitstreams have been developed [2-5]. These 
codecs use motion compensated temporal filtering (MCTF) to 
remove temporal redundancies [6]. 

Following the traditional coding approach, in which the 
temporal transform precedes the spatial transform, spatial do-
main MCTF (SD MCTF) 3D wavelet video codecs produce em-
bedded video streams featuring spatial, temporal and quality 
scalability. Unfortunately, these codecs suffer from artefacts 
known as "MCTF drift", when resolution scalability is selected 
[7]. This drawback appears when high spatial subbands are dis-
carded by the extractor, because low spatial subbands do not 
carry the same information as low resolution sequence obtained 
directly from the original video. Due to the order in which the 
temporal and spatial transforms are applied and due to the inac-
curacies of the motion estimation, estimation errors and artefacts 
are transferred from low resolution to higher temporal frame 
subbands and vice-versa. While significant R-D performance 
saturation is caused by this phenomenon, e.g., convergence to-

wards PSNR below 40 dB, it is not visually disturbing [8]. This 
holds for a case when the reference sequence used for distortion 
estimation is the one directly extracted from the original se-
quence by downsampling. 

So far, methods for improved low-bitrate, low-resolution 
performance have been proposed [9], [10]. In this paper we con-
sider low-resolution, yet high quality sequence improvement that 
is achieved by higher motion precision decoding and improved 
spatial interpolation for MCTF synthesis. 

As a significant contribution to temporal decorrelation 
comes from subpixel accurate motion compensation, interpola-
tion is an important tool in video coding. However, the designs 
of interpolation filters used in scalable video coding [9], [11], 
anticipate application of the same interpolation filters for each 
decoding resolution. 

The prediction and update steps for MCTF synthesis on 
lower resolutions, as formulated in the following section, deter-
mine how the motion parameters have to be modelled for lower 
resolution decoding. Further analysis of spatial dependencies of 
temporal frame pixels over various resolutions defines the inter-
polation filter design for lower decoding resolution. Finally, the 
test results show possible improvements of both visual quality 
and PSNR when the proposed interpolation scheme is integrated 
in a scalable video decoder. 

2. TEMPORAL FILTERING AND LOWER RESOLUTION 
DECODING 

In a SD MCTF scenario, MCTF is performed on the highest 
resolution frames. For temporal filtering a wavelet transform is 
used and therefore it can be factored into lifting steps. Invertible 
sub-pixel accurate lifting has been proposed in [11]. Following 
their interpretation, using Haar wavelets, temporal high (H) and 
low (L) pass frames are obtained from original or lower temporal 
frames A and B according to (1) and (2): 
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where (
0md ,

0nd ) and (
0md ,

0nd ) denote full resolution motion 

vector components and their integer parts, respectively. X�

stands for interpolated frame X and index 0 denotes full resolu-
tion r = 0. 
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The original sequence synthesis can then be realised using 
the following equations: 
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Using an invertible subpixel accurate approach, coding effi-
ciency depends on the spatial interpolation. It has been shown 
that the optimal interpolation can be achieved using separable 
sinc interpolation [11]. 

An important property of 3D wavelet codecs is that the bit-
stream offers embedded resolution levels. If the encoder per-
forms R 2D decomposition levels, spatial subbands (LLR, (LHR,
HLR, HHR),..., (LH0, HL0, HH0)) are embedded in the bitstream. 
From a scalable encoded bitstream, lower resolution sequences 
can be extracted directly avoiding complex and in many cases 
unfeasible transcoding operations. 

When an application requires a sequence of resolution r > 0, 
the scalable video extractor discards high-pass subbands of tem-
poral frames. The reconstruction will be carried out from Lr and 
Hr frames whose dimensions are 2r times smaller than the origi-
nal frames. From these observations, a general form of the tem-
poral synthesis equations can be derived that is useful for lower 
resolution sequence decoding: 
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From (5) and (6) it can be seen that if the original motion 
information has to be preserved, the original subpixel accuracy 
1/M increases for 1/2r. However, scalable video decoders often 
neglect this fact, as they do not support subpixel interpolation 
under 1/M. If R is the lowest resolution that can be extracted in 
an SD MCTF codec, the decoding should be supported to an 
accuracy of up to 1/(M·2R). 

In the next section, the interpolation required for the tempo-
ral synthesis as defined by (5) and (6) is analysed. 

3. SPATIAL INTERPOLATION AND INVERSE MCTF 

Subpixel accurate motion compensation in scalable video codec 
implies the application of spatial interpolation. Even if the coder 
performs pixel accurate motion compensation, lower resolution 
decoding will need interpolation since originally integer motion 
vectors may point to subpixel positions. 

Among various interpolation methods, sinc interpolation 
enables optimal MCTF decomposition. Theoretically, it also 
introduces the smallest distortion error into the signal defined by 
its samples. 

Sinc interpolation can be performed as a separable filtering 
process, so that frame X can first be interpolated in a horizontal 

direction, and then the resulting frame X
�� in vertical direction. 

1-D interpolation takes into account contributions of the nearest 
samples and these are proportional to sin(t) / t, where t is the 
distance between the interpolated sample and the original sam-
ple. 

Because of computational cost and annoying visual artefacts 
(ringing effects), in image/video coding it is desirable to use 
windowed interpolation. Following filter design from [11], we 
use the Hamming window. Our interpolation filters 
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of taps T and mainly differ from the previous approaches in the 
way that support wide range of fractional position p of the inter-
polation samples. 

We interpolate pixels of Ar and Hr frames as: 
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where i and j are subpixel coordinates whose range depends on 
the targeting resolution. At the encoder side r = 0, and at the 
decoder side r � R. Such interpolation can be distinguished from 
earlier approaches since in our proposal the filtering process is 
resolution adaptive. 

At the decoder, the interpolation has to capture the same 
features around the subpixel to be interpolated. Therefore, it may 
take fewer pixels in order to cover the same area. That is, for 
r > 0, the value of Tr corresponds to T0 / 2r since only the pixels 
that correspond to the same spatial position should be used in the 
calculation of the interpolated pixels. This is illustrated in Figure 
1 for T0 = 4. As at low resolutions (Figure 1.b) the number of 
available pixels that cover the corresponding area of the frame is 
also low, the interpolation takes fewer samples into account. At 
the same time, as shown in (5) and (6), the subpixel accuracy 
becomes higher. Consequently, for each resolution and subpixel 

position used by the decoder, 
T

p
rh must be estimated such that 
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At the decoder side, only 0T

p
h for T0 are needed. 

Examples of 1-D 
T

p
rh interpolation filters are given in Ta-

ble 1 for accuracy up to 1/16, i.e., subpixel positions p  {1/16, 
2/16,...,15/16} and a) T = 8 and b) T = 4 taps. 

Considering issues of complexity, at the encoder side the 
computational cost of the interpolation depends on the used mo-
tion estimation process, which determines the number of sub-
pixel values to be computed. At the decoder side only subpixels 
that contribute to the motion compensation process have to be 
computed. Consequently, the computational cost of interpolation 
decreases by a factor of 4 per pixel for each subsequent lower 
resolution level. 
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1/4
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2

1/8
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- available samples needed for the block to be interpolated 
- samples that are not available at the lower resolution 
- samples obtained by horizontal interpolation 
- final interpolated samples 

- horizontal interpolation 
- vertical interpolation 

a) Interpolation of a pixel of fractional positions (1/4, 1/2)
at the original resolution r = 0 

b) Interpolation of a pixel of fractional positions (1/8, 1/4)
at the original resolution r = 1 

Figure 1. Resolution depended subpixel interpolation 

Table 1. Coefficients � �T

p
h t of interpolation filters (rows) for 1/16 subpixel accurate MCTF of taps a) 8 and b) 4. 

a) T = 8 b) T = 4

neighbouring pixel position (t) neighbouring pixel position (t)subpixel 
position (p) -3 -2 -1 0 1 2 3 4  

subpixel 
position (p) -1 0 1 2 

1/16 -0.0040 0.0156 -0.0497 0.9941 0.0584 -0.0181 0.0049 -0.0013 1/16 -0.0290 0.9928 0.0388 -0.0026
1/8 -0.0072 0.0284 -0.0902 0.9742 0.1249 -0.0381 0.0105 -0.0026 1/8 -0.0488 0.9668 0.0878 -0.0058

3/16 -0.0095 0.0383 -0.1215 0.9409 0.1985 -0.0594 0.0168 -0.0040 3/16 -0.0605 0.9237 0.1465 -0.0097
1/4 -0.0109 0.0452 -0.1437 0.8950 0.2777 -0.0812 0.0233 -0.0053 1/4 -0.0653 0.8659 0.2142 -0.0147

5/16 -0.0117 0.0492 -0.1571 0.8380 0.3609 -0.1026 0.0300 -0.0068 5/16 -0.0648 0.7961 0.2896 -0.0209
3/8 -0.0117 0.0505 -0.1624 0.7713 0.4465 -0.1223 0.0363 -0.0081 3/8 -0.0603 0.7174 0.3712 -0.0283

7/16 -0.0113 0.0495 -0.1605 0.6968 0.5323 -0.1393 0.0420 -0.0094 7/16 -0.0534 0.6327 0.4571 -0.0365
1/2 -0.0105 0.0465 -0.1525 0.6165 0.6165 -0.1525 0.0465 -0.0105 1/2 -0.0451 0.5451 0.5451 -0.0451

9/16 -0.0094 0.0420 -0.1393 0.5323 0.6968 -0.1605 0.0495 -0.0113 9/16 -0.0365 0.4571 0.6327 -0.0534
5/8 -0.0081 0.0363 -0.1223 0.4465 0.7713 -0.1624 0.0505 -0.0117 5/8 -0.0283 0.3712 0.7174 -0.0603

11/16 -0.0068 0.0300 -0.1026 0.3609 0.8380 -0.1571 0.0492 -0.0117 11/16 -0.0209 0.2896 0.7961 -0.0648
3/4 -0.0053 0.0233 -0.0812 0.2777 0.8950 -0.1437 0.0452 -0.0109 3/4 -0.0147 0.2142 0.8659 -0.0653

13/16 -0.0040 0.0168 -0.0594 0.1985 0.9409 -0.1215 0.0383 -0.0095 13/16 -0.0097 0.1465 0.9237 -0.0605
7/8 -0.0026 0.0105 -0.0381 0.1249 0.9742 -0.0902 0.0284 -0.0072 7/8 -0.0058 0.0878 0.9668 -0.0488

15/16 -0.0013 0.0049 -0.0181 0.0584 0.9941 -0.0497 0.0156 -0.0040 15/16 -0.0026 0.0388 0.9928 -0.0290

4. RESULTS 

The influence of interpolation filters on the decoding quality has 
been tested in SD MCTF environment. The test settings are listed 
in Table 2. 

The decoding has been performed for the highest quality 
sequence (without quantization). Three test sequences are used - 
"City", "Bus" and artificial "Crew". The latest sequence is syn-
thesized from the first frame of a high-resolution test sequence 
"Crew" by sliding window representing one part of this frame, 
moving in the bottom-right direction. In this way n-th frame of 
the artificial sequence corresponds to the sliding window dis-
placement of n/4 pixels. This decreases the influence of MCTF 
drift on the interpolation analysis. For the sub-pixel window 
displacement a cubic spline interpolation of the frame pixels was 
used. 

The results presented in Table 3 justify the application of 
resolution adaptive interpolation as in most cases PSNR results 

for sequences decoded using an interpolation filter with 
Tr = T0 / 2r give the best results. However, the gain is relatively 
low which partially comes from the fact that the effect of the 
drift on PSNR masks the actual influence of chosen interpola-
tion. In Figure 2 we show details from actual QCIF frames from 
the "City" sequence in which the worst PSNR results are ob-
served.  

Table 2. Test settings 

Encoder Decoder 

Subpixel accuracy 1/4 1/16 
Interpolation filter tap 16 4, 8, 16 

Resolution CIF (352 � 288) 
QCIF (176 � 144), 
QQCIF (88 � 72) 

Frame rate 30 fps 30 fps 
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Table 3. PSNR test results for three sequences 

artificial "Crew" "City" "Bus" Decoding 
tap CIF � QCIF CIF � QQCIF CIF � QCIF CIF � QQCIF CIF � QCIF CIF � QQCIF 

16 49.59 dB 55.50 dB 45.91 dB 46.68 dB 44.88 dB 44.92 dB 
8 49.91 dB 55.84 dB 46.25 dB 46.97 dB 45.15 dB 45.12 dB 
4 49.85 dB 55.87 dB 46.27 dB 47.12 dB 45.00 dB 45.14 dB

reconstructed from the same scalable video bitstreamdownsampled 
from the origi-

nal frame T = 16 T = 8 T = 4 

Figure 2. Details from the sequences decoded using different 
interpolation filters 

From the enlarged blocks, a ringing effect caused by the ex-
ceedingly long interpolation filters T = 16 can be seen. On the 
other hand, the short filter T = 4 blurs the frames. Even if the 
PSNR results for these frames are not the best for T = 8, the 
corresponding visual quality is high, compared to the details 
taken from downsampled frame only. However, the application 
of very short filter of T = 4 does not introduce disturbing arte-
facts and gives good visual quality. 

5. CONCLUSION 

State-of-the-art SD MCTF codecs use the same interpolation 
filters at both encoder and decoder sides. That is, if the maximal 
coding accuracy is 1/M, the codec uses M - 1 different interpola-
tion filters of the same size. By extending the temporal synthesis 
equations, we have shown that in the case of spatial scalability, 
higher accuracy is needed and that the interpolation of lower 
resolution temporal frames needs reconsideration. 

The analysis of spatial pixel dependences has shown that on 
lower resolution shorter filters can be used. Therefore we pro-
pose the application of an extended set of interpolation filters 
such that for each tap Tr = T0 / 2r, r = 0,...,R, filters for fractional 
subpixel positions of {1/(M�2r),...., (M�2r-1)/(M�2r)} are known. 

Experimental results show that the application of our 
resolution adaptive scheme gives better results than the conven-
tional approach. The observed improvements are in visual qual-

approach. The observed improvements are in visual quality since 
ringing artefacts introduced by long interpolation filters are re-
duced, and in the PSNR gain is up to 0.5 dB. The most important 
feature of the proposed approach is reduced decoding complexity 
since for lower resolutions the underlying filters are shorter than 
non-adaptive ones. 
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