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ABSTRACT

Recent works have shown that the particle filter using color
as observation feature is a powerful technique for tracking
deformable objects in image sequences with complex back-
grounds. This paper presents a hybrid valued sequential
state estimation algorithm, and its particle filter-based so-
lution, that extends the standard color particle filter in two
ways. Firstly, track initialization is embedded in the par-
ticle filter without relying on an external target detection
algorithm. Secondly, the algorithm is able to track multi-
ple objects sharing the same color description. We evaluate
the performance of the proposed filter on various real-world
video sequences with appearing and disappearing targets.

1. INTRODUCTION

Tracking moving objects in video sequences has many ap-
plications ranging from video surveillance to human-com-
puter interfaces. Particle filters (PF) have proven to be very
effective for solving tracking problems [1, 2]. In these ap-
proaches, tracking is modelled by a state-space time se-
ries estimation problem, which is solved using a sequential
Monte Carlo estimation method [2].

Our work evolves from the adaptive color-based parti-
cle filter [3]. This color based tracker can efficiently and
successfully handle non-rigid deformation of the target and
rapidly changing dynamics in complex unknown background.
However, it was designed for tracking a single object and
uses an external mechanism to initialize the track. When
several objects sharing the same color description are present
in the scene, the color particle filter approach fails because
particles are attracted by the different objects and the com-
puted state estimates are meaningless. Thus using color his-
tograms as object features, in this paper we develop a parti-
cle filter which integrates detection and tracking of multiple
objects. The key feature in our approach is the augmen-
tation of the state vector by discrete-valued variable which
represents the number of existing objects in the video se-
quence. This random variable is incorporated into the state
vector and modelled as an M -state Markov chain.

Mixed or hybrid valued (continuous-discrete) sequential
state estimation, and its PF-based solution, has been suc-
cessful in many video sequence analysis problems. In [4],
the proposed tracking algorithm switches between different
motion models depending on a discrete label, included in
the state vector, which encodes which one of a discrete set
of motion models is active. Black and Jepson proposed a
mixed state-space approach to gesture/expression recogni-
tion [5]. First several models of temporal trajectories are
trained. Next the models are matched against new unknown
trajectories using a PF-based algorithm in which the state
vector contains a label of the model that matches the ob-
served trajectory. The Bayesian Multiple-Blob tracker [6],
BraMBLe, manages multiple blob tracking by incorporating
the number of objects present in the state vector. The multi-
blob observation likelihood is based on filter bank responses
which may come from the background image or one of the
object models.

In contrast to BraMBLe, which requires background and
foreground models, the method that we propose does not
need a background estimation and can be used directly in
camera moving sequences. Moreover, the use of color de-
scription leads to a small state vector size which allows
the algorithm to track many similar objects (i.e. that have
the same color description) given some computational re-
sources. The tracker can detect objects entering or leaving
the scene; it keeps an internal list of observable objects (than
can vary from 0 to a predefined number) without the need
of an external detection mechanism.

The paper is organized as follows. In the next section
we formulate joint detection and tracking as a sequential
estimation problem. The conceptual solution and its particle
filter implementation are given is Section 3. Section 4 is
devoted to experiments. Conclusions are given is the last
section.

2. PROBLEM FORMULATION

The aim is to sequentially perform simultaneous detection
and tracking of objects described by the same specified color
histogram q∗, in a video sequence Zk = {z1, z2, . . . , zk},
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where zj , is the image at discrete-time (sequence) index
j = 1, . . . , k. The time series state space approach requires
to specify a motion model, i.e. the evolution of the state
p(xk|xk−1), and a measurement model, i.e. the link be-
tween the state and the current measurement p(zk|xk). The
next three subsections describe the modelling of object mo-
tion, of object appearance and disappearance, and the mea-
surement likelihood function.

State vector and dynamic model
The state vector at frame k of a single object typically con-
sists of kinematic and region (or shape) parameters, as in
[3]. For simplicity we use the random walk model

xk = [xk yk Hx Hy]T , (1)

where (x, y) denotes the center of the image region (in our
case a rectangle) used for the color histogram computation,
Hx and Hy denote the region width and height respectively.
Note that other variables can be added, such as velocities
and scale change rate, depending on the application. The
state dynamics is typically described by a linear model: xk =
Fxk−1+wk−1, where F is the transitional matrix and wk−1

is process noise, assumed to be white, zero-mean Gaussian,
with the covariance matrix Q.

Number of existing objects
A discrete-valued random variable E ∈ E = {0, 1, . . . ,M}
denotes the number of existing objects, with M being the
maximum expected number. This random variable is mod-
elled by an M -state Markov chain, whose transitions are
specified an (M + 1) × (M + 1) transitional probability
matrix (TPM) Π = [πij ], where

πij = Pr{Ek = j|Ek−1 = i}, (i, j ∈ E) (2)

is the probability of a transition from i objects existing at
time k − 1 to j objects at time k. The elements of the TPM
satisfy

∑M

j=0
πij = 1 for each i ∈ E. Random variable E is

fully specified by the TPM and initial probabilities at time
k = 0, i.e. µi = Pr{E0 = i}, for i = 0, 1, . . . ,M .

For the case of joint tracking and detection of a single
object, i.e. M = 1, let Pb and Pd represent the probabil-
ity of object “birth” (i.e. entering the scene) and “death”
(leaving the scene). The corresponding TPM is given by:

Π =

[
(1 − Pb) Pb

Pd (1 − Pd)

]
.

Color measurement model
Following [7, 8, 3], we do not use the entire image zk as the
measurement, but rather extract from the image the color
histogram qk, computed inside the image region that is spec-
ified by the state vector xk. The center and the size of the
rectangle, are defined by (xk, yk) and (Hx,Hy), respec-
tively. Furthermore, we adopt the Gaussian density for the

likelihood function of the measured color histogram as fol-
lows:

p(qk|xk) ∝ N (Dk; 0, σ2) =
1√
2πσ

exp{− D2

k

2σ2
} (3)

where Dk is the distance between the reference histogram
q∗ of objects to be tracked and the histogram qk computed
from current frame zk in the region specified by the state
vector xk. The standard deviation σ of the Gaussian density
in (3) is a design parameter.

If the two histograms are calculated over U bins, the dis-
tance Dk between two histograms is derived in [7] from the
Bhattacharyya similarity coefficient and defined as: D2

k =

1 − ∑U

u=1

√
q∗(u) qk(u).

3. BAYESIAN RECURSIVE SOLUTION

In this section we briefly outline the conceptual solution to
integrated detection and tracking of multiple objects in the
Bayesian framework, for the models described in the previ-
ous section. We then present the particle filter that imple-
ments this solution.

Conceptual recursive solution
We define an augmented state vector

yk = (Ek,xT
1,k, ...,xT

M,k)T

where xm,k is the state vector for object m. Given the pos-
terior density p(yk−1|Zk−1), and the latest available image
zk in the video sequence, the goal is to construct the poste-
rior density at time k, p(yk|Zk). Once the posterior pdf
p(yk|Zk) is known, the probability Pm that there are m

objects in a video sequence at time k is computed as the
marginal of p(yk|Zk), i.e.:

Pm =

∫
p(x1,k, ...,xm,k, Ek = m|Zk) dx1,k...dxm,k

(4)
for m = 1, . . . ,M . The MAP estimate of the number of
objects at time k is then determined as:

m̂k = arg max
m=0,1,...,M

Pm. (5)

This estimate provides the means for automatic detection
of new object appearance and the existing object disappear-
ance. The posterior pdfs of state components corresponding
to individual objects in the scene are then computed as the
marginals of pdf p(x1,k, . . . ,xm̂,k, Ek = m̂|Zk).

The formal Bayesian recursive solution to the sequen-
tial hybrid estimation can be presented as a two step pro-
cedure consisting of prediction and update. For the predic-
tion step, assuming that the object states (kinematics, size
parameters) are mutually independent, the prediction pdf
p(x1,k, . . . ,xm,k, Ek = m|Zk−1) can be expressed as a
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Frame 01 Frame 04 Frame 08 Frame 20 Frame 33

Frame 35 Frame 40 Frame 63 Frame 71 Frame 95

Fig. 1. Tracking results on a soccer sequence. The aim is to detect and track red players as they enter and leave the scene.
Detected players are marked with a rectangle showing the region where the histogram is computed.

function of the transitional density p(xi,k|xi,k−1) defined
by the dynamic model, the elements of the transition proba-
bility matrix πml and an initial object pdf on its appearance
pb(xi,k) which is assumed to be known. For example we
can assume the objects to appear in certain region (corridor
or image edge) with a certain size.

The update step results from the application of the Bayes
rule and allows to write the posterior pdf p(yk|Zk) as a
function of the prediction pdf (computed in the prediction
step) and the observation density p(zk|yk). As described in
Section 2, we extract from image zk color histograms and
use them as the measurements. This means that the obser-
vation density can be expressed as

p(q1,k, . . . , qm,k|yk) =
m∏

i=1

p(qi,k|xi,k), (6)

where qi,k is a color histogram computed from zk in the
region specified by xi,k. Thus based on (3) we have

p(zk|yk) ∝ 1√
2πσ

exp{− 1

2σ2

m∑
i=1

D2

i,k} (7)

where Di,k is the distance between i-th object color his-
togram and the reference color histogram.
Particle filter
We implement the conceptual solution described in the pre-
vious section in the form of a particle filter. Particle filters
approximate the posterior density p(yk|Zk) by a weighted
set of random samples or particles. In our case, a particle of
index n is characterized by a certain value of En

k variable
and the corresponding number of state vectors xn

i,k where

i = 1, . . . , En
k , i.e.

yn
k =

[
En

k ,xn
1,k, . . . ,xn

En

k
,k

]
(n = 1, . . . , N)

where N is the number of particles. The pseudo-code of
the main steps of this filter (single cycle) are presented in
Table 1. The first step in the algorithm represents random
transition of Ek−1 to En

k based on the TPM Π. Step 2.a of
Table 1 follows from the update step in the previous section.
If En

k−1
= En

k , then we draw xn
i,k from the transition prior

p(xk|xn
i,k−1

) for i = 1, . . . , En
k . If En

k−1
< En

k , then for
the objects that continue to exist we draw xn

i,k using the
transitional prior (as above), but for the newborn objects we
draw particles from pb(xk). Finally if En

k−1
> En

k , we
select at random En

k objects from the possible En
k−1

, with
equal probability. The selected objects continue to exist and
for them we draw particles using the transitional prior (as
above) while the remaining objects are deleted. Step 2.b
follows from the update step. Using (7) the unnormalized
importance weights are computed as:

w̃n
k =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if En
k = 0

CB exp

{
− 1

2σ2

En

k∑
i=1

(
Dn

i,k

)2

}
, if En

k > 0

(8)

where CB is a design parameter which takes into account
the similarity between target and background histogram, and
Dn

i,k is the distance between the reference histogram q∗ and
qn
i,k(zk). In step 6, the number of objects is estimated based

on (5), where Pm is computed in the PF as

Pm =
1

N

N∑
n=1

δ(En
k ,m)

II - 219

➡ ➡



where δ(i, j) is the Kronecker delta. The estimate of the
state vector of object i = 1, . . . , m̂ is then

x̂i,k|k =
1

Ni

N∑
n=1

xn
i,k δ(En

k , i), (9)

where Ni =
N∑

n=1

δ(En
k , i).

Table 1. Particle filter pseudo-code (single cycle)

[{yn
k}N

n=1] = PF[{yn
k−1

}N
n=1, zk]

1. Transitions of Ek−1 variable (random transition of the number of
existing objects):
[{En

k
}N

n=1
] = ETrans [{En

k−1
}N

n=1
,Π]

2. FOR n = 1 : N

a. Based on (En
k−1

, En
k
) pair, draw at random

xn
1,k

, . . . ,xn
En

k
,k

;

b. Evaluate importance weight w̃n
k

(up to a normalizing constant)
using (8).

3. END FOR

4. Normalize importance weights

a. Calculate total weight: t = SUM [{w̃n
k
}N

n=1
]

b. FOR n = 1 : N

• Normalize: wn
k

= t−1w̃n
k

END FOR

5. Resample:
[{yn

k
,−,−}N

n=1
] = RESAMPLE [{yn

k
, wn

k
}N

n=1
]

6. Compute the output of the PF (for reporting purposes)

4. EXPERIMENTS

The color histograms were computed in the RGB color space
using 8x8x8 bins as in [3]. The transition probability from
m objects to m±1 was set to 0.05. This ensures that more or
less 5% of the particles are in a state with Ek = m± 1. For
simplicity we did not allow transitions from m to m ± 2 by
setting this probability to zero (i.e. the TPM is tri-diagonal).
This means that when two objects appear at the same time,
the estimate of object number m̂ will be incremented in two
steps. The number of particles required by the filter depends
on M , the maximum number of objects. We observed that
with M = 1, 200 particles were enough to obtain accu-
rate estimates. With M = 3, 5000 particles were necessary
with 300x400 images. This number is also related to the
prior knowledge on where objects are likely to appear and
expressed by pb(xi,k). In our case we have used a uniform
density over the state vector variables for pb(xi,k) which is
equivalent to no prior knowledge.

Experiments where conducted on real world data se-
quences. Figure 1 shows a soccer sequence where the red

players have to be tracked. At the beginning, there are two
red players in the scene. At frame 4 the first player is de-
tected (m̂ switches to 1). At frame 8 the second player is de-
tected (m̂ = 2). This shows the quick response of the filter.
At frame 33, player 1 leaves the scenes. At the same time
a third player is partially visible at the bottom of the image.
At frame 35, m̂ switches back to 1. Player 3 is detected at
frame 40. Frame 63 shows a fourth player appearing. It is
detected at frame 71 (m̂ = 2). Note that the camera moves
rapidly on this sequence.

5. CONCLUSION

The paper presented an algorithm for detection and track-
ing of multiple similar objects. Joint detection and track-
ing is formulated as a hybrid sequential estimation problem
with color histograms as measurement features. The prob-
lem is solved conceptually and implemented as a particle
filter. Experimental results show that the proposed multi-
ple object tracking method can successfully detect and fol-
low objects as they enter and leave the image scene. This
basic tracker can be improved in several ways. Color his-
tograms can be computed in different regions of the target
to take into account topological information [8]. For effi-
ciency, many variants of the particle filter exist and could
improve the basic scheme.
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