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ABSTRACT 

In this paper we design a multiple description (MD) video 

coding scheme based on the motion compensated (MC) 

lifted wavelet transform. A major advantage of basing 

MD video coding on motion-compensated lifted 3D 

wavelet decomposition is that it does not require any 

mismatch control like in a hybrid codec which was 

previously achieved by sending drift compensation data. 

We propose to perform the temporal decomposition of a 

group of pictures and then create multiple descriptions for 

each temporally transformed frame. We use polyphase 

sub-sampling with an appropriate amount of oversampling 

to form the descriptions and to control the redundancy 

among them. We determine the appropriate amount of 

redundancy as a function of description loss probability. 

Our experimental results show that the controlled 

introduction of redundancy leads to significant 

improvements in lossy transmission environments.  

1. INTRODUCTION 

Multiple description (MD) video coding leads to good 

error robustness, especially in the case when there are 

multiple paths available to reach a client and the loss 

events on these paths are independent. MD coding can 

also prove useful on a single path when a single stream is 

broken into multiple streams so that a stall in the decoding 

of one stream does not affect the other streams. The main 

condition for multiple description coding is that every 

description should be independently decodable. However, 

the descriptions should complement each other so that in 

any scenario, the reception of one more description 

ensures enhancement of quality. It should be noted that in 

the case of a high description loss probability there has to 

be an appropriate amount of redundancy across the 

descriptions which helps in reconstructing the original 

spatial and temporal resolution of the video signal. 

In the past years a significant number of MD coding 

schemes for video have been proposed (e.g., [2], [7]-[12]). 

For an overview paper on MD coding please refer to [13]. 

Most of the proposals for MD video consider the 

traditional hybrid video coding structure with motion 

compensated prediction and DCT as their main building 

blocks. In comparison, in this work we present a multiple 

description video coding scheme that is based on a video 

encoder that uses the recently emerging motion-

compensated lifted 3D wavelet transform as its basis [9], 

[14], [15], [16]. 

In [2] a MD coding approach for subband/wavelet-

coded images and motion compensated 3D 

subband/wavelet-coded video is presented. The 

descriptions are formed after performing the 2D spatial 

wavelet transform so that the spatial encoding works more 

efficiently compared to the case where sub-sampling is 

performed on the signal itself. For this the transform 

coefficients are partitioned such that they are maximally 

separated from each other. But due to this the 

conventional zero-tree structures cannot be exploited and 

a loss in coding efficiency is observed. In [2] there is no 

discussion of introducing redundancy among the 

descriptions to ensure reasonable quality in the case of 

high loss probability. In addition, it is more difficult to 

interpolate lost descriptions because the wavelet 

coefficients have less correlation compared to temporally 

decomposed video data with added redundancy like in this 

paper. The authors in [3] and [4] propose to embed low 

quality copies of the transform coefficients across the 

descriptions so that the loss of a particular description 

allows us to retrieve at least a low quality version of the 

content which was lost in the description. These methods 

are however not very flexible from the design aspect of 

introducing appropriate amount of extra redundancy. To 

address this issue our proposal entails a design parameter 

for inter-description redundancy for which we find the 

optimal value. This value is matched to 

the description loss probability 

the signal 

the filters used for interpolating the lost descriptions 

the spatial encoding scheme used to encode every 

 description. 

This paper is organized as follows. In Section 2, we 

present our proposed scheme for multiple description 
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video coding. An important aspect of this scheme is to 

control the amount of redundancy introduced among the 

individual descriptions. How to optimally introduce this 

redundancy as a function of loss probability is discussed 

in detail. Section 3 gives experimental results 

demonstrating the performance of our approach. Section 4 

concludes the paper.  

Temporal

decompo-

sition

4

3

2

1

2

1

1

1

H

H

H

H

LH

LH

LLH

LLL

4

3

2

1

2

1

1

1

H

H

H

H

LH

LH

LLH

LLL

M

M

M

M

M

M

M

M

O
V

E
R

S
A

M
P

L
IN

G

MV

fields

MD streams 

partitioning

and

spatial 

encoding

Input

video Temporal

decompo-

sition

4

3

2

1

2

1

1

1

H

H

H

H

LH

LH

LLH

LLL

4

3

2

1

2

1

1

1

H

H

H

H

LH

LH

LLH

LLL

M

M

M

M

M

M

M

M

O
V

E
R

S
A

M
P

L
IN

G

MV

fields

MD streams 

partitioning

and

spatial 

encoding

Input

video

Figure 1: Overview of the proposed MD coding scheme 

2. OVERVIEW OF THE SCHEME 

The recent years saw the emergence of motion-

compensated wavelet transform techniques with the use of 

lifting steps. These techniques provide a signal 

decomposition which is invertible and can employ 

arbitrary MC methods [14]-[16]. Since recursive temporal 

prediction is replaced by a motion-compensated 

transform, it also eliminates the dependency quantization 

framework which is an inherent part of hybrid video 

codecs. In traditional hybrid codecs quantization is 

embedded in the recursive prediction loop, whereas in 3- 

D wavelet codecs quantization and spatial encoding are 

applied after the temporal decorrelation of a group of 

pictures (GOP). Figure 1 shows our proposed MD video 

codec which is based on MC lifted wavelet transform. 

This scheme extends the Drift Compensation Multiple 

Description Video Codec (DC MDVC) proposed for a 

hybrid video codec in [1] to MC-lifted 3-D wavelet 

coding. A big advantage of employing the 3-D wavelet 

scheme is that there is no need to send additional drift 

compensation data. DC MDVC has to send the drift 

compensation data to compensate for mismatch between 

the recursive prediction loops at the encoder and the 

decoder in case of loss. In fact the number of drift 

compensation streams increases exponentially with the 

total number of descriptions. It is 22N
, where N is 

the total number of descriptions. This can be easily 

understood by considering that a drift compensation 

stream has to be created for every scenario except when 

all or no descriptions are received.  

In our scheme the temporal decomposition of a group 

of pictures yields the temporally decomposed frames 

LLL1, LLH1,…,H4 as shown in Figure 1. Then multiple 

descriptions are created out of each of these temporally 

decomposed frames. This is done by first performing the 

pre-processing proposed in [1] which results in an 

appropriate amount of oversampling or frame expansion 

and then forming the descriptions based on spatial sub-

sampling. The pre-processing is shown in Figure 2. 

Figure 2: Pre-processing to introduce flexible amount of 

redundancy across descriptions [1] 

2.1. Appropriate amount of redundancy 

The encoder has to determine the appropriate amount of 

oversampling to be performed on each frame. In [1] the 

effect of the pre-processing in the spectral domain is 

shown. Aliasing in every individual description is reduced 

but at the same time there are more samples to be coded 

and hence the optimum tradeoff has to be found for a 

given loss probability and total rate of encoding. The 

result depends primarily on the loss probability and the 

signal since different signals have a different amount of 

correlation among neighboring samples. For example, if 

the loss probability is zero then we can allow a high 

amount of aliasing in every individual description because 

all the descriptions will be received and put together in the 

end anyway. And hence in this case oversampling is not 

needed in the pre-processing step. 

Since the encoder has to determine the oversampling 

factor for every individual temporally transformed frame, 

the search would be as follows:  
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expected value of the PSNR of reconstruction of the GOP. 

This is obtained by cycling through all loss patterns 

except the case that all descriptions are lost and weighting 

the PSNR by the probability ip  of the particular loss 

pattern occurring. ip  can be easily calculated from the 

description loss probability which is assumed to be known 

to the MD encoder. 

2.2. Simplifying the search for M 

It is shown in [5] that for a MC lifted temporal 

decomposition, the total distortion in a reconstructed GOP 

is a weighted sum of the distortions in each temporally 

transformed frame. It is also true that the distortion in a 

temporally transformed frame is independent of the 

distortion in any other temporally transformed frame. The 

expected value of the PSNR of reconstruction of every 

temporally transformed frame can therefore be 

individually maximized to yield a set of values of M. In 

other words 
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Figure 3: Search for M for LLL1. Description loss 

probability (DLP) = 15%, 30%, and 50%. 

The higher the description loss probability, the higher 

is the amount of extra redundancy to be added. This is 

illustrated by Figure 3 for the LLL1 frame. (Note the 

interesting fact that for DLP=15%, it does not pay off to 

add any extra redundancy since the signal has enough 

correlation for this case.) Knowing the description loss 

probability, the range for sweeping the values of M can be 

narrowed down and does not need to be between 0 and 

100 %. In our scheme we use JPEG2000 [6] for the spatial 

encoding of every temporally transformed frame. This 

allows us to specify the rate for encoding every 

description of each temporally transformed frame. While 

sweeping M we keep the total number of bits for a 

particular frame constant by using this feature of the 

Kakadu software [6].  

3. RESULTS 

The performance of multiple description coding schemes 

is often compared using the so called redundancy rate 

distortion (RRD) plot. Figure 4 shows the RRD plot 

averaged over 88 frames of the Foreman sequence. The 

image size is 288x352 and only the Y component is 

transmitted. The GOP size is 8 frames and altogether 4 

descriptions are formed from every temporally 

transformed frame. The RRD plot shows the effect of 

losing two descriptions completely. The upper curve 

shows the performance when all the M are optimally 

searched by setting description loss probability (DLP) 

equal to 0.5. The lower curve is obtained by using no pre-

processing and hence no extra redundancy. Table 1 shows 

the comparison in more detail. The left half of the table 

shows the performance when all the M are optimally 

searched using description loss probability 0.5. The right 

half of the table shows the performance with all M equal 

to zero. All columns marked with “A” depict the situation 

when no loss occurs on the network. All columns marked 

with “B” depict loss of two descriptions. It can be seen 

that when no loss occurs there is a penalty to be paid in 

performance due to the added redundancy. But when loss 

occurs according to the loss probability assumed by the 

MD encoder then the performance is much higher 

compared to the case of all M set to zero.  
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Figure 4: RRD plot for the test sequence Foreman (CIF) at 

a DLP of 50%. 

In our scheme (as well as in DC-MDVC of [1]), the 

MV data has to be repeated across all descriptions. The 
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MVs are encoded using Huffman tables and account for a 

large portion of the bit-rate. Fig. 5 shows the performance 

details for a smaller image size (144x176). 

Table 1: Performance Details 
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Figure 5: RRD plot for the test sequence Foreman (QCIF). 

4. CONCLUSION 

For high loss probability we need to insert redundancy 

across the descriptions generated by a MD video encoder. 

With the pre-processing proposed in [1] a flexible amount 

of redundancy can be inserted which allows graceful 

degradation. We apply this concept to video coding which 

is based on the MC lifted wavelet transform. This 

eliminates sending drift compensation data which has to 

be transmitted in case of the hybrid codec. We show that 

determining the global optimum of the amount of 

redundancy among the descriptions is straightforward 

given that the description loss probability is known. Our 

experimental results show that our MD codec significantly 

outperforms a codec without redundancy if the actual loss 

probability on the network is close to the loss probability 

assumed during optimization.  
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