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ABSTRACT

In this paper, we present an unsupervised vocabulary adaptation

method for large vocabulary continuous speech recognition based

on relevant word extraction. This method addresses the out-of-

vocabulary (OOV) problem, which is one of the most challeng-

ing problems in current automatic speech recognition (ASR) sys-

tems. Words relevant to the content of input speech are extracted

from a vocabulary database, based on speech recognition results

obtained in the first recognition process using a reference vocabu-

lary. The relevance between words is calculated based on concept

vectors, which are trained using word co-occurrence statistics. An

expanded vocabulary that includes fewer OOV words is built by

adding the extracted words to the reference vocabulary and used

for the second recognition process. The experimental results for

broadcast news speech show that our method achieves a 30% re-

duction in the OOV rate and also improves speech recognition ac-

curacy.

1. INTRODUCTION

Out-of-vocabulary (OOV) words that are not included in a recog-

nition vocabulary, not only are wrongly recognized when they ap-

pear in input speech, but also affect their surrounding words and

make them be wrongly recognized. Although the vocabularies

of automatic speech recognition (ASR) systems are generally de-

signed to cover as many expected words in input speech as pos-

sible, their vocabulary sizes are limited, depending on the avail-

able memory size, expected latency of speech recognition pro-

cesses, and the quantity and variety of available training text data.

Therefore, OOV problems cannot be avoided by current ASR tech-

nologies, and more or fewer OOV words can be included in input

speech. In some kinds of speech recognition applications such as

broadcast news indexing [1, 2] and meeting-speech transcription

[3, 4], newly appearing words and infrequent words specific to a

certain topic, which tend to be OOV, are critical and therefore are

desirable to be recognized accurately.

Modeling OOV words using sub-word units has been shown

to have an effect on OOV detection and estimating sub-word se-

quences [5, 6]. However, to retrieve content by keyword queries

in indexing applications, OOV word notations, especially names

of persons, places and products, need to be obtained instead of

sub-word sequences. Information retrieval (IR) techniques were

applied to the OOV problem in [7] and [8]. They dynamically

adapted a vocabulary and a language model to topics of input

speech using relevant articles obtained from a database or the Web.

Mahajan et al. [9] and Chen et al. [10] also updated language

models using retrieved articles. Dynamic adaptation of vocabu-

lary using morphological knowledge was also studied in [11] for

Serbo-Croatian and German broadcast news speech.

Our approach directly estimates relevant words to input speech

based on the concept base that models word co-occurrence patterns

[12]. Word co-occurrence is also effective to adaptive language

modeling [13, 14]. The concept base enables one to measure the

distance between words in word co-occurrence pattern space, and

direct estimation of relevant words can reduce OOV words more

effectively than estimation of relevant words via relevant docu-

ments or sub-word sequences.

An expanded vocabulary is built by adding the relevant words

to a reference vocabulary and used in the second recognition pro-

cess. Since the vocabulary expansion process just adds relevant

words to a reference vocabulary, the second recognition process is

able to run just after the first. We refer to this approach of multiple

recognition processes as Multi-pass Automatic Speech recognition

uSIng Vocabulary Expansion (MASSIVE).

The rest of the paper is organized as follows. Section 2 presents

an overview of our approach to unsupervised vocabulary expan-

sion. Section 3 describes relevant word extraction based on the

concept base. Sections 4 and 5 present an evaluation of MASSIVE

on broadcast news speech. Section 6 concludes the paper.

2. UNSUPERVISED VOCABULARY EXPANSION

Figure 1 shows a block diagram of the speech recognition system

using unsupervised vocabulary expansion. The input speech is rec-

ognized by a reference vocabulary in the first run. Relevant words

are extracted from the vocabulary database, based on the hypothe-

ses obtained in the preceding run and are added to the reference

vocabulary to build an expanded vocabulary. In the second run,

the input speech is re-recognized with the expanded vocabulary to

obtain recognition results.

Although this kind of procedure needs to run recognition pro-

cesses for input speech at least twice and cannot be executed in

real-time for incoming speech streams, some applications such as

transcription or indexing of archived speech data, do not have to

obtain recognition results at that moment. In view of this, multi-

pass approaches combined with unsupervised adaptation techniques

to improve recognition accuracy can befit such applications.

It takes far fewer processes to add words to a vocabulary than

to rebuild a language model. It also does not need the text corpus or

word sequence frequency counts necessary for updating language

models. In addition, the second run can be executed much faster

than the first run if the same acoustic model is used for both runs,

and the acoustic likelihood calculation result in the first run is kept

for the second run.
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Fig. 1. Overview of the system

3. RELEVANT WORD EXTRACTION BASED ON
CONCEPT VECTORS

Relevant word extraction is carried out based on inter-word dis-

tance, measured by word concept vectors that model word co-

occurrence patterns. We calculate a representative vector of the

hypotheses obtained in the first run and extract relevant words with

similar vectors from a vocabulary database.

3.1. concept base

A concept base is a database that consists of concept words and the

corresponding concept vectors. Concept words are mid- and high-

frequent content words picked up from a text corpus. To build a

concept base, first a word co-occurrence matrix is created by col-

lecting word co-occurrence statistics for each concept word within

one sentence in a training text corpus. Each row on the matrix is

a word co-occurrence vector for a particular concept word. Since

the matrix is quite sparse, even with a huge corpus, it is trans-

formed into a lower order matrix by singular value decomposition

(SVD). The reduced matrix is composed of word concept vectors.

The word concept vector is a vector representation of a word co-

occurrence pattern, and, if a pair of words has similar concept vec-

tors, they tend to appear in the same sentence and are relevant to

each other.

3.2. Vocabulary database

The vocabulary database consists of words for vocabulary expan-

sion, which are not in the reference vocabulary, and each word

comes with concept vectors for calculating their relevance to words

in the hypotheses obtained from the first run. However, as men-

tioned above, word concept vectors are derived based on statis-

tical word co-occurrence patterns so that they cannot be derived

properly for infrequent words, which are to be extracted in vo-

cabulary expansion to reduce the number of OOV words. We as-

sign smoothed concept vectors to all words, regardless of their fre-

quency. A smoothed concept vector gj for target word j is calcu-

lated as

gj =

X
s

δ(s, j)vs

X
s

δ(s, j)
, (1)

where vs is the mean vector of sentence s, and δ(s, j) is an auxil-

iary function that returns 1 if target word j is included in sentence

s, otherwise it returns 0. The denominator on the right side of

equation (1) is the number of sentences that include word j. The

sentence concept vector vs and the auxiliary function δ(s, j) are

calculated as

vs =
1

Ns

NsX
k=1

cwk , (2)

δ(s, j) =

j
1 if j ∈ s
0 otherwise

, (3)

where cwk is the word concept vector of concept word wk, and Ns

is the number of concept words in sentence s.

The smoothed concept vector is based on the word concept

vectors of words that appear in the same sentence as a target word

and can be derived even for infrequent words if they appear with

concept words in a sentence. Regardless of the frequency of words,

the distance between words depends on the distance between the

word concept vectors of the concept words that appear along with

each word. The vocabulary database consists of all the words that

appear in training text data and their corresponding smoothed con-

cept vectors.

3.3. Relevance score

The distance between a document and words in the vocabulary

database is measured using relevance scores. The relevance score

r(j, d) between a word j = 1, 2, . . . , J , which is a word in the

vocabulary database, and a document d is calculated by a cosine

measure as

r(j, d) =
gj · vd

|gj | · |vd| , (4)

where gj is a smoothed concept vector of word j, and vd is a mean

vector of the concept vectors that appear in a document d.

By calculating the relevance score to an input document, or a

hypothesis from the first run, for all the words in the vocabulary

database, words with high relevance scores are extracted as words

relevant to the input speech.

3.4. Building expanded vocabulary

The extracted relevant words are added to a reference vocabulary

to build an expanded vocabulary. Adaptation techniques for n-

gram language models can be applied to assign n-gram probabil-

ities to the new words. In case of class n-gram language models,
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the existing probabilities can be shared for the new words. Since

n-gram probabilities can be used without any changes in this case,

the second run can be executed just after vocabulary expansion.

For the following experiments, we used class n-gram language

models to distribute n-gram probabilities to the added words with-

out adapting or re-training the models.

4. EXPERIMENTAL SETUPS

We evaluated the OOV and word error reduction of our method

using broadcast news speech data.

4.1. Evaluation data

We used 30 Japanese broadcast news programs that were aired on

December 2002, as evaluation data. The programs varied from 5

to 30 minutes in length and included 265 news stories in total. The

number of utterances was 2,898, and the number of words was

69,068 in the evaluation data. An evaluation was carried out for

each news story.

4.2. Vocabulary expansion setup

The concept base was trained using one year (2002) of newspa-

per text: approximately 100 thousand articles. The concept words

were 47 thousand frequent-content words from the training data

and the word concept vectors had 100 dimensions, obtained by

compressing the co-occurrence statistics of 1000 frequent words.

The vocabulary database consisted of 160 thousand words that

were all the content words that appeared in the training data, and

smoothed concept vectors were assigned to all of them as described

in Section 3.2.

The top 100 and 1000 words in terms of relevance scores were

extracted and added to the reference vocabulary for each news

story. The added words equally shares the n-gram probabilities

of the OOV word class. That is to say, the unigram probability of

the added words in the OOV word class was 0.01 when 100 words

were added and 0.001 when 1000 were added.

4.3. Speech recognition setup

A speech recognition engine called VoiceRex, currently being de-

veloped at NTT, was used for the speech recognition experiments.

The acoustic models were 3-state 12-mixture state-tied triphone

HMMs (male, female, and gender independent), trained using ap-

proximately 300 hours of speech (150 hours each for male and

female models). The beginning of each utterance was evaluated

with 96-mixture GMMs, each one representing one of the three

acoustic models, and the model used for recognition was selected

automatically based on likelihood of GMMs [2].

The reference vocabularies and the trigram language models

were trained using 450 thousand sentences (15 million words) of

broadcast news transcription and newspaper text collected before

December 2002. The language model is a class-based model and

it has an OOV word class. The recognition process using the

expanded vocabulary is executed with the same language model

as the first recognition process. The added words uses the OOV

word class probabilities as mentioned above. We prepared two

vocabularies whose sizes were 25 (25k) and 50 thousands words

(50k). The 25k vocabulary covered 99.18% of the training text

and 97.90% of the evaluation data (2.10% OOV). The 50k covered

99.87% and 98.98% (1.02% OOV).

5. EXPERIMENTAL RESULTS

The experimental results for the 25k vocabulary are shown in Ta-

ble 1. For the reference vocabulary (REF), we compared our pro-

posed method using the smoothed concept vector (SCV) with the

results of a relevant document retrieval approach using the Okapi

similarity measure (OKAPI) [7]. The proposed method greatly re-

duced the number of OOV words (#oov: number of OOV, %oov:

OOV rate, %red.: OOV reduction rate) more than the conventional

method for both numbers (100 or 1000) of additional words (#add)

for each news story. The word error rates (%wer) were also re-

duced by the proposed method, where the conventional method

increased the error rate by adding 100 words to the reference vo-

cabulary. The results for the 50k vocabulary in Table 2 show a

similar trend to the 25k. It should be noted that the 25k vocabu-

lary using vocabulary expansion yielded better speech recognition

performance than the 50k reference vocabulary. Statistical hypoth-

esis testing showed that the 0.5% improvement in word error rate

for the 25k vocabulary from 27.50% (REF) to 27.00% (SCV,1000)

was highly significant (p < 0.01) and the 0.33% improvement

for the 50k vocabulary from 27.32% (REF) to 26.99% (SCV,1000)

was significant (p < 0.05).

Table 1. Experimental results (25k)

#add #oov %oov %red. %wer

REF - 1471 2.10 - 27.50

OKAPI 100 1440 2.06 2.1 27.71

(conventional) 1000 1159 1.66 21.2 27.38

SCV 100 1206 1.72 18.0 27.17

(proposed) 1000 1002 1.43 31.9 27.00

Table 2. Experimental results (50k)

#add #oov %oov %red. %wer

REF - 712 1.02 - 27.32

OKAPI 100 710 1.01 0.3 27.39

(conventional) 1000 580 0.83 18.5 27.22

SCV 100 586 0.84 17.7 27.08

(proposed) 1000 506 0.72 28.9 26.99

Table 3 shows the number of OOV word reductions (#oov

red.) and word error reductions (#word error red.). The efficiency

(%eff.) is the ratio of the reduction in word errors to the reduc-

tion in OOV words. It represents the contribution of the additional

words to word error reduction. More than a 100% efficiency for a

50k vocabulary means that more words were correctly recognized

than the obtained OOV words.

Table 3. Reduction of OOV and word errors

#add #oov red. #word error red. %eff.

100 265 228 86.0
25k

1000 469 349 74.4

100 126 164 130.2
50k

1000 206 224 108.7

Tables 4 and 5 show the experimental results for each range of

OOV rates for the reference vocabularies. The OOV rates (%oov)
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were reduced for the news stories in every range of OOV rate

(%oov range). The word error rates were also reduced for every

range except for news stories with less than a 1% OOV rate for the

25k vocabulary. We checked data with less than a 1% OOV rate

and found that the word error rate increased when a result from the

reference vocabulary had relatively high word error rate because of

noise, speaker, or speaking style. Table 6 shows word error rates

without vocabulary expansion if the story has a confidence score

below the thresholds. The confidence score is calculated based on

the frame-by-frame differences in the acoustic scores between the

hypotheses and competing candidates. The thresholds were varied

from −1σ to −3σ of the confidence score. The word error rate was

improved with a threshold of −2σ and −2.5σ over the vocabulary

expansion at any confidence score (−∞).

Table 4. Classification by OOV rate (25k)

%oov

%oov range #story %wer

REF 100 1000

0.53 0.44 0.35
< 1% 89

20.0 20.2 20.2

1.39 1.21 1.00
1% ≤ < 2% 57

28.7 28.6 28.5

3.93 3.16 2.65
2% ≤ 119

32.8 31.9 31.5

Table 5. Classification by OOV rate (50k)

%oov

%oov range #story %wer

REF 100 1000

0.48 0.29 0.26
< 1% 142

23.0 22.9 22.9

1.41 0.76 0.64
1% ≤ < 2% 53

33.0 32.9 32.9

3.73 2.41 2.06
2% ≤ 70

32.6 32.0 31.6

Table 6. Vocabulary expansion with confidence score (25k)

%wer

threshold 100 1000

%oov < 1% all %oov < 1% all

−∞ 20.15 27.17 20.24 27.00

−1σ 20.15 27.16 20.25 27.06

−1.5σ 20.11 27.15 20.24 27.02

−2σ 20.11 27.15 20.22 27.00

−2.5σ 20.11 27.16 20.21 27.00

−3σ 20.15 27.17 20.25 27.00

6. CONCLUSIONS

This paper described an unsupervised vocabulary expansion based

on a concept base for reducing OOV words and experimental re-

sults for broadcast news speech. Words relevant to the input speech

were extracted from the vocabulary database, based on the rele-

vance score calculated using word concept vectors. The extracted

words were added to the reference vocabulary to build an expanded

vocabulary that was used for the second recognition process. The

experimental results show that the proposed method can reduce the

number of OOV words effectively, and the obtained words con-

tribute to reducing the word error rate for data with any OOV rate.

Although the word error rate increased for some of the data, the

confidence score could limit the increase. Our future works in-

clude vocabulary optimization by combining irrelevant word elim-

ination with the vocabulary expansion, and n-gram probability adap-

tation.
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