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ABSTRACT

We present a multi-speaker articulatory reconstruction
method based on speaker-independent articulatory features
and speaker-dependent features. These features are sepa-
rated by using a multi-speaker articulatory database. This
separation method consists of normalizing palate positions
among the speakers and separating multi-speaker articu-
latory data into a speaker-independent eigen articulatory
HMM and a speaker-adaptive matrix by using speaker-
adaptive training (SAT). With the proposed method, the av-
erage RMS errors of the measured and reconstructed artic-
ulatory parameters were 1.35 mm. This result shows that
the proposed method makes it possible to control speaker
idiosyncrasies in the articulatory parameter domain.

1. INTRODUCTION

Speech signal consists of speaker-independent phonological
features and speaker-dependent features, including vocal-
tract shape and length, speaking style, gender, and so on. In
previous studies, these features have been separated in the
speech spectrum domain by using a multi-speaker database
[1, 2]. However, the separation was insufficient because of
the effect of the complicated speech spectrum.

On the other hand, separating these features in the ar-
ticulatory parameter domain is expected to be better than
in the speech spectrum domain, because the articulatory pa-
rameters for a given phoneme are less variable than a speech
spectrum. However, the measured articulatory parameters
do not have a common axis among speakers, while the
speech spectrum has a frequency scale. Hashi et al. [3] pro-
posed a normalization method for point-parameterized ar-
ticulatory data, but this method cannot reduce cross-speaker
variance in the horizontal axis of the data and does not take
into account the dynamic features of articulatory parame-
ters.

In this study, we present a method of separating multi-
speaker articulatory parameters into speaker-independent
articulatory features and speaker-dependent features based
on the normalization of the measured articulatory parame-
ters among the speakers. This normalization process con-
sists of two parts: normalization of palate positions among
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the speakers and the construction of a speaker-independent
hidden Markov model (HMM) of articulatory parameters
from multi-speaker articulatory data. To extract the speaker-
independent features, we use a speaker-adaptive training
(SAT) paradigm [1]. The SAT paradigm makes it possi-
ble to separate multi-speaker articulatory parameters into a
speaker-independent eigen articulatory HMM and speaker-
adaptive matrix. Then, the speaker-adapted articulatory
HMM is obtained from these models and the articula-
tory parameters are reconstructed from the speaker-adapted
HMM. We evaluate this method in terms of the RMS er-
ror between the measured and reconstructed articulatory pa-
rameters. Finally, we discuss the speech spectrum estimated
from the reconstructed articulatory parameters.

2. DATA COLLECTION

Articulatory movements and speech acoustics data were ob-
tained from simultaneous observations using the EMA sys-
tem [4] and acoustic recordings of continuous speech utter-
ances. The articulatory data were collected at a sampling
rate of 250 Hz. The articulatory parameters were repre-
sented by the vertical and horizontal positions of six coils,
which were placed on the upper and lower incisor, the up-
per and lower lips, and the tongue (three positions). At that
time, the palate positions were measured. Speech signal
was recorded at a sampling rate of 16 kHz. Twenty-five
mel-cepstrum coefficients without the 0-th coefficient were
obtained as acoustic parameters using a 32-ms Blackman
window with a 4-ms frame. We made articulatory-acoustic
recordings by 375 sentences (273,738 frames/subject, about
18 minutes) spoken at normal speed by five Japanese male
subjects (speaker A to E) and designed an articulatory-
acoustic pair codebook for respective speakers.

3. TRAINING PROCEDURE

The method for constructing the eigen articulatory HMM
from multi-speaker articulatory data was performed as fol-
lows (Fig. 1). First, the articulatory data among the speakers
was normalized by rotating the palate positions. Then, we
constructed the average articulatory HMM using the above

ICASSP 2005



Multi-speaker
articulatory data X(?)

| Palate normalization |

| Average articulatory HMM |

| Speaker-adaptive matrix W |’”'MLLR

Eigen articulatory HMM | ””” SAT

Fig. 1. Training procedure for eigen articulatory HMM.

before normalization after normalization

Fig. 2. Palate positions before and after normalization.

multi-speaker data. In the MLLR, the speaker-adaptive ma-
trix was re-estimated in accordance with a standard EM
algorithm. Then, in the SAT paradigm, the mean vectors
and the covariance matrices of the Gaussian pdfs were re-
estimated using the updated values of the speaker-adaptive
matrices based on an extended EM algorithm. This re-
estimation process was repeated until the increase of the
likelihood converged.

3.1. PALATE NORMALIZATION

When the articulatory data was measured, a face direction
varied among the speakers. Therefore, it was necessary to
normalize the palate positions among the speakers. This
procedure was conducted by rotating the palate positions
for the position of upper incisor (UI). Rotate angle was de-
termined by minimizing the error of palate positions among
the speakers. Fig. 2 shows palate positions before and af-
ter normalization for five speakers. The articulatory data for
respective speakers were normalized according to the ob-
tained rotate angle.

3.2. AVERAGE ARTICULATORY HMM

The HMMs of articulatory parameters, called the articula-
tory HMM [5], has a sequence of states for each phoneme
and generates an articulatory parameter vector in a prob-
abilistic form for a given phoneme sequence. We esti-

mated the initial parameters Agye = {Zm, Om, Gmn} of
the HMM model so that the resulting model maximizes the
likelihood of the training articulatory parameter sequences.
Here, the x,,, and o,,, are the mean and covariance of the
articulatory parameter vector at state m, and a,,, is the
probability of the transition from state m to state n. Con-
sider a training database that consists of articulatory pa-
rameters collected from I speakers, with each speaker i,
contributing a transcribed observation sequence X @) =
2,2l ,:1:%,)] of length T;. Here, we assume
that articulatory parameter vector :cgl) consist of static pa-
rameters and their velocity and acceleration (dynamic). The
initial model A, called the average articulatory HMM, is
derived as

I
Aave = argmax P(X|)\) = argmax H P(XDN), (1)
A A=t
where P(X|)\) is the output probability of the observation
sequence X ) given the existing set of models .

3.3. MLLR

In MLLR-based speaker adaptation [6], the adapted mean

vector 5;5,") of state m of speaker ¢ is estimated by

) =WE, = Az + b, @

where £, = [1,2]7, and W P AD] is the
speaker-adaptive matrix for the mean vector. The super-
script (-)T is the matrix transpose. We assume that W ("
is shared by S states {s1,--- ,sg}.

3.4. EIGEN ARTICULATORY HMM

We discuss the SAT paradigm [1] for the normalization of
multi-speaker articulatory data. Using SAT, the eigen artic-
ulatory model, consisting of speaker-independent articula-
tory features, is trained so that the resultant model of the
MLLR-based speaker adaptation maximizes the likelihood
for respective training speakers. In the training procedure of
the eigen articulatory model, the maximum likelihood esti-
mation of the mean vectors &,,, and the covariance matrices
o, of the Gaussian pdfs in state m of speaker ¢ for the
training data are given by

I T

7o = (LA 0A o Al)
(DY mAY o @~ b)) o)
z:; t=;i |
SN AW - 20 (@ - 2T
Om = =112l I T 5 (4)
S5
=1 t=1

I-910



Table 1. Phoneme labels.
aiueoNQkstnhmyrwgzdbpfG

ky sh ch ny hy my ry gy jy by py ts

Table 2. Phoneme types used in the evaluation.

Vowel aiueo

Labial m b p f my by py
Alveolar stnzdshchnyryjyts
Velar k gky gy

Semivowel | wry

where 77(7? (t) is the probability that the observation vector

a;g?") is generated in state m at time .

4. ARTICULATORY RECONSTRUCTION

Fig. 3 shows the procedure for reconstructing articula-
tory parameters and estimating the speech spectrum. The
speaker-adapted articulatory HMM is obtained from the
eigen (or average) articulatory HMM and speaker-adaptive
matrix W, Then, from this HMM, articulatory parame-
ter sequences of speaker ¢ are reconstructed using the algo-
rithm for parameter generation from HMMs with dynamic
features [7], where phoneme durations are obtained from
the results of Viterbi alignment for the measured articula-
tory parameters. Finally, for the reconstructed articulatory
parameters, the speech spectrum was estimated by using an
articulatory-acoustic pair codebook search method [8].

5. EXPERIMENTS

5.1. EXPERIMENTAL CONDITIONS

As training data, 375 sentences were used. The types of
HMM were 3-state left to right biphone models (consider-
ing subsequent phoneme) with no skips. The o, had a di-
agonal covariance. Table 1 shows phoneme symbols used
in the experiments. In the table, /N/ is a syllabic nasal, /G/
is a nasalized sound of /g/, and /Q/ is a glottal stop. In addi-
tion to these 35 phoneme symbols, we included silence for
special symbols that represent the onset and release of ut-
terances. The HMM was trained using decision-tree-based
state clustering to define 739 states.

5.2. RESULTS

We evaluate the proposed method in terms of the RMS er-
ror between the reconstructed and measured articulatory pa-
rameters. Fig. 4 shows the RMS error of articulatory pa-
rameters reconstructed from average articulatory HMM and
eigen articulatory HMM for each phoneme type. In this fig-
ure, 'Total (To)’ is the total average RMS error and *Vowel
(Vo)’, ’Semivowel (Sv)’, and consonants are the average
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Fig. 3. Procedure for reconstructing articulatory parameters
and estimating speech spectrum.
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Fig. 4. RMS error for each phoneme type.

RMS errors for the phoneme types in Table 2 at articula-
tion. The error was obtained for all articulatory positions
for *Vowel’ and ’Semivowel’, and for primary articulatory
positions for consonants; the lip positions (UL and LL) for
"Labial (La)’, the tongue tip position (T1) for ’Alveolar
(Al)’, and the tongue back (T3) for *Velar (Ve)’.

For this experiment, 1 cluster was used. The RMS er-
ror of the articulatory parameters obtained from eigen ar-
ticulatory HMM was smaller than those from average one
for every phoneme types. In particular, the decrement of
RMS error for velar consonants was larger than for the
other phoneme types between average and eigen articula-
tion. This suggests that the inter-subject variance of articu-
latory movements on velar consonants is larger than that for
the other phoneme types. This is because the speaking tac-
tics for velar consonants are different among the speakers
due to the effect of a coordination between soft palate and
tongue back. Another possible reason is that movements of
the back of the tongue for velar consonants is independence
of jaw movements. With all the RMS error for labial con-
sonants slightly increased after the first iteration, the error
saturated at the second iteration.



Table 3. Average RMS error for the number of speaker-
adaptive matrices at second iteration.

’ phone. type \ To \ Vo \ La \ Al \ Ve \ Sv ‘
S=1(mm) | 1.35 | 1.33 | 1.32 | 1.64 | 1.93 | 1.42
S=6(mm) | 1.31 | 1.29 | 1.30 | 1.60 | 1.80 | 1.38
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Fig. 5. Measured (thin lines) and reconstructed (thick lines)
articulatory parameters of vertical positions of speaker B.

Table 3 shows the RMS error of articulatory parameters
obtained from eigen articulatory HMM at second iteration
for the number of speaker-adaptive matrices. 6 clusters were
used. The RMS error decreased for every phoneme types as
the number of speaker-adaptive matrices increased. How-
ever, the decrement of RMS error was small, except for ve-
lar consonants. Therefore, one speaker-adaptive matrix can
well approximate speaker-dependent features of articulatory
parameters. Fig. 5 shows an example of the reconstructed
and measured articulatory parameters of vertical positions.

Fig. 6 shows a speech spectrum estimated from the re-
constructed articulatory parameters of speaker A and B, re-
spectively. For both speakers, the articulatory-acoustic pair
codebook of speaker A was used. In other words, Fig. 6(b)
shows speech spectrum sequences that speaker A produced
according to the articulatory parameters of speaker B. This
indicates that we were able to produce the speech spectrum
with speaker-dependent features of articulation by control-
ling in the articulatory domain. Moreover, in the informal
listening test, we were able to discriminate the differences
among speakers.

6. CONCLUSIONS

We presented a multi-speaker articulatory reconstruction
method based on the eigen articulatory HMM and speaker-
adaptive matrix. These models were obtained by palate po-
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Fig. 6. Speech spectrum estimated from the reconstructed
articulatory parameters of speaker A and B.

sition normalization among speakers and the SAT paradigm.
The average RMS error of the reconstructed articulatory pa-
rameters from eigen articulation was 1.35 mm. This result
shows that this method is efficient for controlling speaker-
dependent features of articulation.
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