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ABSTRACT

This paper describes an online discriminative training algo-
rithm aiming at achieving speaker identification on interac-
tive robots. A robot incrementally acquires speakers’ voice
characteristics during the interaction with the speakers. We
simulate the situation that the speakers never give their IDs
and the robot can only know whether the identification de-
cision was correct or not from the speaker’s positive or
negative behavioral reaction. The speaker models are ad-
justed based on this limited information using minimum
classification error (MCE) training consisting of positive
and negative adaptation. In cases of correct identification,
the conventional MCE training algorithm can be used. We
compare three kinds of negative adaptation algorithms for
the cases of incorrect identification. Experimental results
show that the combination of the positive and negative
adaptation achieves faster convergence, and negative adap-
tation which adjusts only a misclassified speaker model
reaches an identification rate of 80% four times faster than
the positive adaptation alone.

1. INTRODUCTION

Speaker identification is a well-known person authentica-
tion technique and has wide application. Speaker recogni-
tion by interactive robots such as humanoid or pet robots
is also expected to be realized. A similar idea was reported
in [1], where faces images was used for identification.

In conventional speaker identification systems, speakers
are enrolled in advance. However, human-friendly speaker
enrollment is desirable for the interactive robots. In such
cases, we need to choose incremental training where an
initial model is gradually adapted to each speaker in an
online fashion. The information obtained via the inter-
action between human and robot can be used for model
adaptation. However, people generally do not tell robots
much information about their IDs while the interaction.
Therefore, the robot can obtain a limited feedback infor-
mation whether the identified speaker ID was correct or

not by seeing or hearing the emotional or behavioral re-
actions of the speaker when the robot calling the name of
the identified speaker. This simple feedback loop can be
performed through simple interaction between human and
robots. For example, this framework can be applied to pet
robots which can distinguish their family members voice.
Every time they speak to the robot, the robot can enhance
its identification ability.

To simulate this interactive training framework, we
adopt Gaussian mixture model (GMM) for speaker model-
ing which is widely used for text-independent speaker iden-
tification [2]. Minimum classification error (MCE) training
is applied to the adaptive training of GMM parameters.
The effectiveness of MCE training for speaker recognition
has been reported in many previous works [3]–[7]. How-
ever, general MCE training requires the correct speaker ID
of the input speech for training and it can not be simply
applied to the supposed situation. The conventional MCE
training can be applied only in cases of correct identifica-
tion because the correct speaker ID can not be obtained in
cases of incorrect identification. In this paper, we propose
a new interactive training algorithm consisting of posi-
tive and negative adaptation which can be used without
the information of speaker IDs. The effectiveness of the
proposed method is evaluated in simulated experiments.

This paper is organized as follows. Section 2 presents
the MCE training of GMM, and the proposed algorithms
are described in Section 3. The experimental conditions
and results are reported in Section 4, and conclusions and
future works are given in Section 5.

2. MCE TRAINING FOR GMM SPEAKER MODEL

This section describes MCE training for GMM speaker
model. Model parameters estimated by maximum like-
lihood do not guarantee to minimum classification error.
Therefore, MCE training based on the generalized proba-
bilistic descent (GPD) method [8] is applied to the param-
eters of GMM.
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2.1. Definition of Loss Function

For the MCE training, the misclassification measure of
training data Xk = (x1,x2, . . . ,xT ) for speaker k is
defined as

dk(Xk;Θ) = −gk(Xk;Θ) + Gk(Xk;Θ), (1)

Gk(Xk;Θ) = log

⎡
⎣ 1

K − 1

∑
j �=k

exp {gj(Xk;Θ)η}
⎤
⎦

1
η

.

(2)
These can be written as follows when infinity is substituted
for η which controls comparing operation:

dk(Xk;Θ) = −gk(Xk;Θ) + max
y �=k

gy(Xk;Θ), (3)

where Θ = {θ1,θ2, . . . ,θk} denotes the speaker model
parameter set of GMM, and gk( · ; · ) is defined by the
log likelihood of Xk for speaker model θk. The loss
function is defined as a differentiable sigmoid function
approximating the 0-1 step loss function:

lk(Xk; θ) =
(
1 + exp(−γ · dk)

)−1
, (4)

where γ denotes the gradient of the sigmoid function. The
goal of the discriminative training is to minimize the loss
function based on the probabilistic descent method.

2.2. Parameter Adjustment of GMM

During the parameter training in the MCE training, the
constraints of the GMM parameters, e.g., pm > 0, should
be satisfied. Hence, the GMM parameter set Θ is trans-
formed into a new model parameter set Θ̃.

Θ̃ = {θ̃1, θ̃2, . . . , θ̃K}, (5)

θ̃ = {p̃m, µ̃m, Σ̃m, | m = 1, 2, . . . ,M}, (6)

where p̃m = log cm, µ̃md = µmd

Σmdd
,Σ̃mdd = log Σmdd. Θ̃

is updated at each iteration r as

Θ̃(r + 1) = Θ̃(r) − εr∇lk(Xk; θ̃), (7)

where εr is a monotonically decreasing learning step size
at the r-th iteration. In this paper, Θ̃ is sequentially
adjusted every time a training sample Xk is given (i.e.,
sample-by-sample mode).

The gradient of (7) is obtained as follows.

∇θ̃j
lk(Xk; θ̃) =

∂lk
∂dk

∂dk

∂gj
· ∇θ̃j

gj(Xk; θ̃), (8)

where ∂lk
∂dk

, ∂dk

∂gj
, ∇θ̃j

gj(Xk; θ̃) are given by

∂lk
∂dk

= γlk(1 − lk), (9)

∂dk

∂gj
=

⎧⎨
⎩

−1 j = k
1 j = y
0 otherwise

, (10)

∇θ̃j
gj(X; θ̃) =

1
T

T∑
t=1

1
bj(xt)

∇θ̃j
bj(xt). (11)

The gradient of by(xt) with respect to each element in θ̃j

is obtained by the following formulae, where the subscript
j is dropped for the simplicity of notation.

∂b(xt)
∂p̃m

= pmN (xt | µmΣm), (12)

∂b(xt)
∂µ̃md

=
xtd − µmd

σmd
pmN (xt | µmΣm), (13)

∂b(xt)
∂Σ̃md

=

{(
xtd − µmd

σmd

)2

− 1

}
pmN (xt | µmΣm).

(14)

3. PROPOSED NEGATIVE TRAINING
ALGORITHMS BASED ON MCE

In this section, three kinds of training algorithms are pro-
posed. For our simulated situation, speakers’ IDs can not
be obtained. Hence, general MCE training can be applied
only in cases of correct identification. Therefore, we pro-
pose new training algorithms for the cases of incorrect
identification based on MCE training.

3.1. Proposed Negative Training Algorithm A

Speakers’ IDs are referred to by two equations of the
misclassification measure dk and ∂dk

∂gj
in MCE training.

The two equations are needed to be redefined for negative
training.

For proposed training algorithm A, the misclassification
measure of training data Xk for speaker k is defined as
follows:

dn(Xk;Θ) = −max
p�=n

gp(Xk;Θ) + gn(Xk;Θ), (15)

where n denotes the speaker which is the result of identi-
fication. ∂dn

∂gj
is given as follows:

∂dn

∂gj
=

{
1 j = n
0 j �= n

. (16)

Updating speaker models using proposed algorithms is
shown in Fig.1. There are three speaker models a, b and
c, each of which is shown of a circle. The cross mark
corresponds to the input speech from speaker a. Positive
adaptation is shown in (Pos). Assume that the nearest
speaker model for the input speech is a. In this case
speaker a is chosen as the identification result. In this
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(i) Positive adaptation for
correct identification

(ii) Negative adaptation
A for incorrect identification 

(iii) Negative adaptation
B for incorrect identification

(iv) Negative adaptation
C for incorrect identification

Fig. 1. Speaker model adjustment in proposed algorithms.

correct identification case, model a is updated toward the
input speech and the speaker c which has the second-best
likelihood is updated toward the opposite direction from
it.

Negative adaptation using algorithm A is shown as
(Neg A). In this case, the input speech of a is near to
model c. Therefore, c is chosen as the result. However
this is not correct. Accordingly, the misclassified model c
is updated to the opposite direction from the speech input.
These are the negative adaptation for algorithm A.

3.2. Proposed Negative Training Algorithm B

For proposed training algorithm B, the misclassification
measure and ∂dn

∂gj
is given as follows:

dn(Xk;Θ) = −max
p�=n

gp(Xk;Θ) + gn(Xk;Θ), (17)

∂dn

∂gj
=

⎧⎨
⎩

1 j = n
−1 j = p

0 otherwise
. (18)

Updating speaker models using algorithm B is shown
as (Neg B) in Fig.1. Positive adaptation is the same way as
in algorithm A. In cases of incorrect identification, second-
best likelihood speaker a has the highest possibility to be
the correct speaker. Therefore, algorithm B assumes a to
be a correct speaker, and a is updated toward the speech
input. In addition, model c is updated in the same way as
in algorithm A.

3.3. Proposed Negative Training Algorithm C

Algorithm C defines the misclassification measure as fol-
lows:

dn(Xk;Θ) = −Gn(Xk;Θ) + gn(Xk;Θ). (19)

∂dn

∂gj
is given as follows:

∂dn

∂gj
=

⎧⎪⎪⎨
⎪⎪⎩

1 j = n

− exp{ηgj(Xk; Λ)}∑
i,i �=n

exp{ηgi(Xk; Λ)} j �= n . (20)

Updating speaker models using algorithm C is shown
as (Neg C). The misclassified model c is updated in the
same way as the other algorithms. However, algorithm
C assumes all the speakers except for c to be a correct
speaker, and updates all the speaker models according to
their likelihood for flexible updating of speaker models.
Model c is updated the most, and the least is b. For
algorithm C, less likelihood speaker model is updated less.

4. EXPERIMENTAL EVALUATION

4.1. Database and Experimental Conditions

An online text-independent speaker identification experi-
ment was conducted to evaluate the adaptation algorithms
using ten speakers in the ATR Japanese speech database.

The speech data was down-sampled from 20kHz to
10kHz, windowed at a 10-ms frame rate using a 25.6-
ms Blackman window, and parameterized into 12 mel-
cepstral coefficients excluding zero-th coefficient with a
mel-cepstral analysis technique.

A 32-component GMM with diagonal covariance ma-
trices was used for modeling each speaker. The GMM
parameters were initialized with the EM algorithm using
ten words randomly chosen from 100 words uttered by
other ten male speakers. The speakers used for evaluation
were not included in the data used for initialization. 216
words per speaker (2160 words in total) were used three
times for adaptation and the total number of adaptation
steps was 6480. All words were completely shuffled and
used one by one. After every 100 word adaptation, the
identification ability of the system was evaluated using
5200 words (520 words for each speaker) not used for
adaptation.

In this experiment, as a first approach to the online
speaker identification, the number of speakers who might
talk to the robot was given in advance. However, automatic
estimation of the number of target persons is a difficult
problem for online person identification [9] and is also one
of our future works.

4.2. Results

Figure 2 compares the following adaptation algorithms:
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Fig. 2. Comparison of accuracy between the proposed
adaptation algorithms.

Baseline: Positive adaptation alone,

Algorithm A: Positive and Negative A adaptation,

Algorithm B: Positive and Negative B adaptation,

Algorithm C: Positive and Negative C adaptation.

The horizontal axis corresponds to the number of words
used for adaptation. The vertical axis corresponds to the
identification accuracy evaluated using the 5200 words.
The identification rate at an earlier phase of adaptation was
quite low because the model parameters were initialized
using randomly chosen speech data from different speaker
data sets. The identification rates of all the adaptation
methods converged to about 93% at the end of adapta-
tion. The difference between these methods was the speed
of adaptation. All the proposed algorithms A, B and C
achieved faster adaptation than the baseline method, es-
pecially in an early stage of the adaptation. The number
of words used for adaptation until the identification rate
exceeded 80% were 4300, 1100, 3300 and 4100, for the
baseline method, algorithms A, B and C, respectively. Al-
gorithm A reached 80% accuracy four times faster than the
baseline method. Algorithm A showed the fastest adap-
tation and the most stable performance. We expect that
the adaptation speed can be much faster if we tune the
learning step size for adaptation. Finding an appropriate
learning step size is one of the issues we would like to
address in the future.

Algorithms B and C used hypotheses for negative adap-
tation and updated speaker models besides the misclassified
speaker model, while algorithm A did not use hypothesis
and updated only the misclassified speaker model. The
experiment showed that the simplest model adjustment
without hypothesis was most effective for the negative
adaptation.

5. CONCLUSIONS

This paper proposed an interactive training algorithm of
speaker models for speaker identification by robots, which
used positive and negative adaptation based on minimum
classification error criterion. We conducted a speaker iden-
tification experiment and compared three kinds of negative
adaptation algorithms. We confirmed the effectiveness of
the negative adaptation algorithms and the simplest al-
gorithm that updated only a misclassified speaker model
showed the fastest convergence of adaptation and the most
stable performance.

Our future works include further study of effective
adaptation methods and the integration of face images and
speech for the person identification on interactive robots.
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