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ABSTRACT

This paper describes subword-based approaches for open-
vocabulary spoken document retrieval. First, the feasibility
of subword units in spoken document retrieval is investi-
gated, and our previously proposed sub-phonetic segment
units are compared to typical subword units, such as sylla-
bles, phonemes, and triphones. Next, we explore the linear
combination of retrieval score frommultiple subword repre-
sentations to improve retrieval performance. Experimental
evaluation of open-vocabulary spoken document retrieval
tasks demonstrated that our proposed sub-phonetic segment
units are more effective than typical subword units, and the
linear combination of multiple subword representations re-
sulted in a consistent improvement in the F-measure.

1. INTRODUCTION

Information retrieval has developed remarkably in recent
years with the expansion of the World Wide Web and the
improvement of mass-storage devices, enabling text data-
bases to identify documents that are likely to be relevant
to text queries. Since the accessible multimedia data con-
taining spoken information has considerably increased, the
demand for automatic retrieval methods has increased sig-
nificantly. Such spoken documents, stored in the form of
audio signals, could be recorded from various sources, such
as news broadcasts on radio and television, voice/video e-
mail, and multimedia material on the Web. Therefore, it has
become necessary to be able to retrieve such spoken docu-
ments in response to a query.
The function of spoken document retrieval (SDR) is to

retrieve the information content of multimedia data using a
combination of automatic speech recognition and informa-
tion retrieval techniques. There have been several different
approaches for SDR. First, the keyword spotting technique
is adopted for spoken documents to obtain a set of keyword
transcriptions. Another approach is to use a large vocabu-
lary continuous speech recognition (LVCSR) system to gen-
erate words, and then conduct conventional text retrieval.
This word-based approach has been very popular and suc-

cessful. In particular, research on the word-based approach
has been promoted by the spoken document retrieval tracks
of the Text REtrieval Conference (TREC) [1][2]. In this
word-based approach, the main issue is to improve the per-
formance of speech recognition so that the resulting text
takes a lead role in the text retrieval process. Although
this approach is successful and straightforward, it also has
several difficulties. Contrary to the text retrieval, we must
consider how to deal with the errors occurring from speech
recognition in the text retrieval process in SDR. Another
difficulty is vocabulary growth, since new words are intro-
duced continuously from growing multimedia collections.
These Out-Of-Vocabulary (OOV) words are not correctly
recognized, and are therefore deleted or substituted. Fur-
thermore, it leads to more significant problems when query
words are OOV. With current LVCSR systems, there is a
practical limitation of the vocabulary size. Although OOV
words do not present a significant problem in the real task
domain that is concluded from the TREC SDR task [1][2],
further research is still needed to remove the effect of OOV
and realize the ultimate results in SDR. Several researchers
have reported on strategies to minimize the effect of the
OOV words. The first approach, query expansion, is a tech-
nique where query terms are automatically expanded or mod-
ified with additional query information from the collection.
However, the use of subword representations for spoken
document retrieval is helpful to solve the OOV word prob-
lem. One way is to use phoneme sequences generated by a
phoneme recognizer.[3] Here, they introduced Probabilistic
String Matching (PSM), where query words are spotted in
document phoneme sequences that are corrupted by recog-
nition error. In [4], phone n-grams are used as the index-
ing terms. This previous research indicated that a subword-
based approach could be an optimal solution to the OOV
word problem. Another merit of using subword units in the
recognition is that the size of vocabulary needed to cover
the language can be adjusted. The subword-based SDR
is attractive even though it is outperformed by word-based
systems based on subword units.[1][2] However, the main
problem with subword units is the high rate of subword
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recognition errors, compared to word-based recognition. There
is also a trade-off between the size of the subword unit and
its recognition accuracy. Therefore, the choice of subword
units needed to perform effective SDR and its feasibility
study are essential. Our approach here is based on sub-
word sequences generated by a post-processing subword
recognizer and their sequential matching by the following
Shift-Continuous Dynamic Processing (Shift-CDP). Since
the system is based on matching subword sequences di-
rectly, the system is not constrained in terms of vocabulary
or grammar, and is robust with respect to recognition er-
ror. The paper first discusses the feasibility of several sub-
word units in an SDR system. The use of a proposed sub-
word unit, Sub-Phonetic Segment [5], is explored and com-
pared through experimental evaluation. In the experiments,
both text and speech are accepted as query input in Japanese
SDR tasks. Finally, the linear combination of information
from different subword units is further adopted to improve
retrieval performance.

Fig. 1. Block diagram of proposed SDR system based on
subword units

2. SYSTEM OVERVIEW

The development of SDR is very similar to text retrieval, ex-
cept for a number of difficulties in actual application such
as the accurate detection of word boundaries, recognition er-
rors, and acoustic mismatching. Unlike text retrieval, spo-
ken document retrieval must deal with these transcription
errors. For this reason, most of the research on SDR using
LVCSR has recently focused on new techniques such as rel-
evance feedback and query expansion. However, a spoken
document database is assumed to include a small number
of OOV words, such as names, places, and special tech-
nical terms. Such OOV words will be susceptible to poor
retrieval performance due to errors in speech recognition.
Furthermore, when a query is proven to be an OOV word,
the retrieval fails. The SDR system proposed here seeks
to automatically detect the words (or multiword phrases)
embedded in a large corpus of spoken documents. First,

the retrieval system represents spoken documents as a lin-
ear sequence of subwords. The Shift-CDP then performs a
subword match between query terms and documents. Since
a similarity between document and query is based on only
subword sequences and used to score and rank the docu-
ments in retrieval, the system needs a fixed number of sub-
words as the vocabulary so that open-vocabulary retrieval
tasks can be performed. The system also works effectively
when the quality or environmental conditions of the input
and stored speech data differ considerably, because the sub-
word does not use acoustic models in the matching process.
Fig. 1 presents the overall block diagram of the proposed
SDR system.

3. SUBWORD UNITS

Here, we explore the feasibility of typical subword units
for SDR. In current speech recognition, the typical sub-
word units are phonemes, syllables, or triphones (context-
dependent phonemes). Triphones are effective subword units
for LVCSR due to the representation of co-articulation ef-
fects. The difficulty with triphones is the large number of
parameters to be estimated against the limitation of training
data. From this reason, we have proposed sub-phonetic seg-
ments (SPSs) as new subword units for SDR.[5] The SPSs
are derived from phonemes, and refined under the consid-
eration of acoustic co-articulatory effects. The advantage
of training SPS models is that pronunciation variation is
trained directly into the acoustic model, and does not need
to be modeled separately in the vocabulary. A graphical de-
scription of typical subword units and SPSs, re-estimated
from a phoneme sequence consisting of stationary and non-
stationary segments, is given in Fig. 2.

Fig. 2. Graphical description of subword units and Sub-
Phonetic Segmentation

Japanese Newspaper Articles Sentences (JNAS)[6] are
used for training the acoustic models of each subword unit.
Also, to improve baseline subword recognition accuracy,
subword bigram language models were estimated from the
corpus used in training acoustic models. Theoretically, 1610
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SPSs can be extracted from the 43 Japanese phonemes. How-
ever, some concatenations of phonemes do not exist in real
language. The remarkably fewer Japanese SPSs is due to the
fact that most Japanese syllables consist of 1 consonant and
1 vowel (C+V). Therefore, concatenations of consonants are
very rare in Japanese. Table 1 summarizes the amount of
training material and the number of each Japanese subword
unit adopted in this work.

Table 1. Training material used for acoustic and language
models, and the number of each subword unit

No. of sentence 28152

Length 52.07 hours

No. of syllables 225

No. of phonemes 43

No. of triphones 7241

No. of SPSs 411

4. SHIFT-CONTINUOUS DYNAMIC
PROGRAMMING

When subword sequences are recognized directly (with higher
error rates than for words), selection of a good matching
approach becomes much more important. The previously
proposed Shift-CDP is an algorithm that identifies similar
parts between a reference pattern

� �
and the input pattern

sequence � � .[7] The pre-fixed part of the reference pattern,
called the unit reference pattern (URP), is shifted from the
start point of the reference pattern to the end by a certain
number of frames. The matching results for each URP in
the reference pattern are then compared and integrated.� � � 
 � � � � � � � � � � � � � � � � � � � � � � � � � � � �

(1)� � � 
 � � � � � � � �  � � � � � �  � ! � � � � � � � � � �
(2)

The first URP is taken from
� �
in the reference pattern� �

. The next URP is then composed of the same num-
ber of " $ & ' frames from the ( " + - ! /  1 3 5  - frame. In
the same way, the 7  - URP is composed of " $ & ' frames
from the 7 ; ( " + - ! /  1 3 5  - frame. Thus, the number of
URPs becomes @ " B " + - ! /  C 1 3 , where @ C indicates any in-
teger that does not exceed the enclosed value. Shift-CDP is
then performed for all URPs in the reference

� �
. It is not

necessary to normalize each cumulative distance at the end
frame of a URP because all URPs are of the same length.
Actually, Shift-CDP is a very simple and flat algorithm that
performs CDP for each URP, and integrates the results.[7]
The retrieved spoken documents are presented to the user in
decreasing order of their DP score, given as follows.

E ( G � I 5 � K I M N G P QR S E ( G T 3 � I T 3 5 1 V ( X ! � X � 5E ( G T Z � I T 3 5 1 V ( X ! � X � 5E ( G T 3 � I T Z 5 1 Z � V ( X ! � X � 5 (3)

E ( G � I 5 denotes the cumulative distance up to reference
subword X �

and input subword X !
. V ( � 5 is local distance,

which uses a previously calculated distance matrix. Here,
the distance measure V _ ` between two multivariate Gaus-
sian distributions, " ( b _ � c _ 5 and " ( b ` � c ` 5 , is given as
follows:

V _ ` � 3"
�fg h � ( b _ g T b ` g 5 i k c _ g 1 c ` gZ l

� �
(4)

where " is the number of HMM states.
4.1. Linear combination of multiple subword units

Different subword units can convey different types of infor-
mation. Longer subword units can capture word or phrase
information while shorter units can only model word frag-
ments. The trade-off is that the shorter units are more ro-
bust to errors and word variants than the longer units. The
lower value of

E ( � � � 5 is ranked higher in retrieval results.
Here, we assume that a highly reliable result is ranked high
in both systems using a different single subword unit. In
other words, the irrelevant document with a lower score that
is ranked high in retrieval results might be ranked lower in
the other outputs. With this assumption, we utilize the lin-
ear combination of the Shift-CDP score obtained from the
different subword units,

E g ( � � � 5 , where P denotes an in-
dividual subword unit.E n ( � � � 5 � f g p g E g ( � � � 5 (5)f g p g � 3 (6)

5. EXPERIMENTAL EVALUATIONS

As illustrated in Fig. 1, the proposed system can perform
retrieval in response to both speech and text queries. All
experiments are conducted using speech queries. A set of
10 key-phrase queries, uttered twice by 5 male speakers
( 3 q q G P s u v x u y I G y X ), are prepared to perform SDR eval-
uation experiments. Each spoken query has 9 relevant doc-
uments in a 2000 target database ( z | Z ~ � � u I X ). The under-
lying recognition system for decoding subwords is a single
pass beam search decoder, which is based on the � u � G u X
system.[8][9] Table 2 summarizes the recognition perfor-
mance in each subword unit.

Table 2. Baseline recognition performance for individual
subword units; the value within parentheses indicates the
recalculated result after triphone is converted into phoneme

Correct(%) Accuracy(%)

SPS 72.35 65.56

Triphone � 3 | � �( � � | ~ � 5 � � | 3 �( � 3 | q 3 5
Monophone 73.26 70.70

Syllable 63.56 60.96
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Recall and precision rates, which are commonly used
in information retrieval, are used as evaluation measures.
Also, the F-measure that takes into account both recall and
precision is adopted.

� � � � � � � � � 	 
 � � � � � � � � � � � � � � � � �
� � � � � � � � � � � � � � � � (7)
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Fig. 3. Comparison of the Recall-Precision curve for each
subword unit; the value within parentheses indicates maxi-
mum F-measure

Fig. 3 presents baseline SDR performance, recall-prec-
ision curves according to individual subword units, and their
combination. From the results, the SPS-based SDR is re-
markably superior to other systems. These results refer to
the number of subwords, regarded as the quantity of infor-
mation. The maximum F-measure, using a linear combi-
nation of subword units with the best-fitted weight, is plot-
ted in Fig. 4. Comparing the performance of individual
systems, the linear combination of subword units improves
the retrieval performance, up to 89.07 for the F-measure.
The linear combination of subword units should be help-
ful if the different subword units behave differently from
each other. When the different subword units make differ-
ent errors, combining the results provides an opportunity to
improve the results, since some units are performing well.
In addition, linear combination methods avoid the need to
commit a priori to a single subword unit representation.

6. CONCLUSIONS

In this paper, we have described the development of an open-
vocabulary spoken document retrieval system based on sub-
word units. First, the proposed sub-phonetic segment units
are presented and compared to typical subword units by ex-
perimental evaluation. Next, the linear combination of re-
trieval scores from multiple subword representations is ex-
plored to improve retrieval performance. The experiments
confirmed that our proposed sub-phonetic segment units are
more effective than typical subword units, and that the linear
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Fig. 4. Comparison of maximum F-measure of linear com-
binations, by the best-fitted weighting value indicated in the
inner table.

combination of multiple subword representations can sig-
nificantly improve the retrieval performance, up to 89.07 for
the F-measure.
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