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ABSTRACT

In-car ASR performance improvement utilizing a large in-car speech
corpus, consisting of the utterances of more than five hundreds
drivers under real driving conditions is discussed. A subset de-
sign method for efficient cross validations in large-scale speech
recognition experiments is proposed. The factor analysis of the re-
sults of the recognition experiments show the relationship between
word accuracy and utterance characteristics, i.e., SNR, entropy and
speaking rates. Based on the factor analysis results, a multimodel
approach which uses the utterance duration and subband SNRs as
the model selection measures for acoustic and language models,
respectively, is proposed. By the proposed multimodel approach,
a relative error reduction of 16% is obtained.

1. INTRODUCTION

Providing a human-machine interface in a car is one of the most
important applications of speech signal processing, where conven-
tional input/output methods are unsafe and inconvenient. To de-
velop an advanced in-car speech interface, however, not only one
but many real-world problems, such as noise robustness, distor-
tion due to distant talking and disfluency while driving, must be
overcome[1, 2, 3]. In particular, the difficulty of in-car speech pro-
cessing is characterized by its variety. Road and traffic conditions,
the car’s condition and the movements of the driver change con-
tinuously and affect the driver’s speech. Therefore, a large corpus
is indispensable in the study of in-car speech, not only for train-
ing acoustic models under various background noise conditions
but also for building a new model of the combined distortions of
speech [4, 5, 6].

The authors constructed a large corpus of in-car speech com-
munication by recording a dialogues of more than 500 drivers un-
der real driving conditions [7]. Using the corpus, in this work,
large-scale speech recognition experiments are performed, where
more than 18,000 utterances are recognized using open models. In
order to do this, a subset design method for effective cross val-
idation for the large-scale speech recognition experiment is pro-
posed. This paper also presents a factor analysis on the variability
of recognition accuracy based on the linear regression model. The
results of the analysis show that entropy and SNR of the utterance
are the major factors, in this order.

Finally, we propose multimodel approaches, namely, an “utterance-
length-dependent language model” and a “subband-SNR-dependent
acoustic model,” for improving the modeling by fully utilizing the
variabilities stored in the corpus.
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The structure of this paper is as follows. In the next section,
we briefly describe the data collection procedure. In Section 3,
we show the results of speech recognition experiments using the
corpus. The subset design method for effective cross validation
testing and the results of factor analysis of the recognition per-
formance are also described in this section. In Section 4, a mul-
timodel approach for improving the recognition accuracy is pro-
posed.

2. DATA COLLECTION PROCEDURE

A specially designed Data Collection Vehicle (DCV) which has
multichannel (16 ch of spatially distributed microphones) as well
as multimedia (audio, video and car-related signals) data recording
capability is used for the collection [7].

For the data collection, during approximately, a one hour drive
around the campus of Nagoya University, each driver makes var-
ious types of utterances including a dialogue with the human op-
erator, the Wizard of Oz system and the ASR system. The task
domain of the ASR system is a slot-filling dialogue for restaurant
retrieval, which is controlled by a simple state-transition dialogue
model. The vocabulary size of the task is 1,500 and bigram model
is used for the language model of the ASR system. A contin-
uous Speech Recognition Consortium (CSRC) standard triphone
HMM and a Julius decoder are used for the acoustic model and
the LVCSR engine [8], respectively. Although the close-talking
microphone is used for the input to the ASR system, the utterances
recorded at the microphone placed at the visor position (approx-
imately 40cm distant from the driver’s mouth) are used for this
research.

Among the three modes of the dialogue sessions, the dialogue
with an ASR system is used for the recognition experiment in this
paper. Therefore, language models are trained using the utterances
recorded in the ASR session only, whereas the acoustic models are
trained using utterances from all of three sessions as well as other
utterances.

The total size of the utterances used for model training is sum-
marized in Table 1. Note that short (less than 10 mora) utter-
ances, most of which contain a ’yes/no’ answer only, are not used
for acoustic modeling.

3. DATA ANALYSIS

3.1. Subset Design

In order to analyze the collected data in terms of speech recogni-
tion performance, both acoustic and linguistic models are trained
using the collected data. For efficient cross validation testing, we
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Table 1. Training sentences for language models used for recog-
nition experiments.

model
language acoustic

number of subjects 505
male 321
female 184

# of utterances 18243 47463
# of morphemes 58240 -
vocabulary size 1947 -
# of bigrams 9009 -
# of trigrams 16600 -
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Fig. 1. Subset design procedure for efficient cross validation.

have designed a subset of the corpus. The grouping is designed
so that the average recognition accuracies and SNR values in each
group have equal distribution. For this purpose, as shown in Figure
1, a two dimensional Gaussian is fit to the distribution of speakers
in the SNR-accuracy space so that to define equal probability ar-
eas. By uniformly sampling the speakers from all equal probability
areas, we can make arbitrary numbers of speaker subsets. By com-
paring with the least variance case among 50 trials of the random
sampling, we have confirmed that this method can reduce the vari-
ance of accuracies among speaker groups from 2.69% to 1.73%,
when applied to design 20 groups.

3.2. Recognition Experiment

After dividing the speakers into five groups, five sets of HMMs
trained using four of the five groups can be used for an open eval-
uation of the acoustic modeling. In contrast, an open language
model is trained for each speaker, for which the utterances made
by all speakers except the evaluated speaker were used.

Throughout the recognition experiments, the feature parame-
ters for the HMM acoustic model were fixed to 12MFCC, 12∆MFCC
and ∆log power. Although the original signal is sampled at 16
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Fig. 2. Histogram of word accuracy scores.
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Fig. 3. Correlation between averaged word accuracy and SNR,
entropy and mora length of the utterances. The averaged word
accuracy is the average of the accuracy scores of the utterances
that have the same values for each factor.

kHz, the bandwidth was limited to the range from 250Hz to 8000Hz.
In order to focus only on the modeling, we did not perform any
speech enhancement other than low cut filtering. The basic struc-
ture of the HMM is also fixed as three-state continuous density
triphones that share 2000 states with 32 Gaussian mixture compo-
nents. All triphones have a simple left-to-right topology except for
the short pause which has a transition from the start state to the
final state. Julius [8] was used as the decoder.

In this evaluation framework, 18,243 utterances were recog-
nized using open acoustic and language models. The histogram of
the word accuracy averaged for each speaker is plotted in Figure 2.
The wide variabilities of the utterances collected under real in-car
conditions can be seen from the figure, where the mean and the
standard deviation of the accuracy are 66.1% and 12.5%, respec-
tively.
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Table 2. Correlation between average word accuracy and SNR,
entropy and speaking rate of the utterance.

SNR entropy mora len.
correlation 0.86 -0.93 0.57

3.3. Factor analysis

Among various factors reported to affect the ASR performance
[9, 10, 11], we have tested the SNR, the complexity of uttered sen-
tences and the speaking rate. Figure 3 shows the averaged word
accuracy, i.e., the average of the accuracy scores of the utterances
that have the same value for the factor, as a function of SNR, com-
plexity and speaking rate.

The SNR is estimated without VAD by fitting a two-mixture
Gaussian model to the distribution of frame log powers [12]. The
complexity of each sentence is measured by the cross-entropy be-
tween the utterance and the trigram open language model. The
Speaking rate is measured in terms of the average mora length af-
ter forced alignment.

Unlike read text or monologues, the entropies of the sentences
used in the dialogues have a wide distribution, i.e., 2 to 1024, in
terms of perplexity. Therefore, the highest linear correlation is
found between entropy and accuracy. Due to the high variabil-
ity of the acoustic conditions of in-car speech, the distribution of
SNR is also wide and thus its degree of correlation with accuracy
is also high. The speaking rate is also correlated with the accuracy,
however, compared with SNR and entropy, it has less effect. Cor-
relation between the averaged word accuracy and SNR, entropy
and mora length are summarized in Table 2.

4. MODEL REFINEMENT BY MULTIPLE MODELING

In order to match the training and recognition conditions well,
multimodel approaches that train multiple models and use them
selectively have been proposed [13, 14]. In this section, we clus-
ter the collected utterances and generate multiple models, each of
which takes the particular context of the training utterances into
account. Because the variability of utterances in the real world
can only be covered by a large scale corpus, clustering utterances
in this corpus can generate a more effective model set than that
trained for artificially generated variabilities, e.g., the addition of
noise to clean speech with a predetermined SNR [15].

For the clustering and model selection measure, we propose
the duration of the utterance for the language model and the sub-
band SNRs for the acoustic model. Because both measures can be
calculated directly from noisy speech, consistent decisions can be
made at the training and recognition stages, and therefore, perfor-
mance degradation due to uncertainty of the optimal class selection
can be avoided.

4.1. Utterance-length-dependent language model

In a simple spoken dialogue system for an information retrieval
task, most utterances consist of the queries to the system and the
responses to the system confirmation. In general, an utterance for
the query sentence is longer than the response to the confirmation.
Therefore, the duration of an utterance is expected to be related to

Table 3. Entropy of the length-dependent language models. En-
tropy (single) shows the average entropy of the single language
model calculated for each utterance group. Entropy (multi) shows
the average entropy of the language model trained for the utterance
group.

utterance-length (sec.)
-0.5 0.5 - 1.5 1.5 - average

# of utterances 10,834 17,378 9766 18,243
entropy (single) 2.77 3.10 3.85 3.14
entropy (multi) 2.60 2.98 3.77 3.02

Table 4. Result of the 8-class clustering based on subband SNRs
of five channels. Centroids for eight clusters are listed. The aver-
age word accuracy of the utterances in each group is also listed for
both single model and multimodel cases.

SNR at subband in kHz[dB] acc.[%]
id utt. 0.2-0.6 0.6-1 1-2 2-3 3-4 single multi

1 6008 2.8 3.1 2.9 2.9 4.5 20.0 16.9
2 6690 4.8 6.7 6.5 7.2 10.1 33.3 36.9
3 9476 9.7 12.2 10.0 7.5 9.2 55.6 59.7
4 8186 9.4 12.2 11.0 11.5 15.0 72.7 73.8
5 10686 14.4 16.3 14.0 10.6 12.6 67.5 71.4
6 6089 13.4 16.3 15.1 15.7 19.7 76.9 79.5
7 6581 18.4 20.4 18.4 14.7 16.7 73.3 76.0
8 2963 20.3 23.9 22.4 21.3 24.1 84.0 86.3

the pattern of the sentence. As shown in Table 3, by dividing the
training utterances into three groups of durations, i.e., -0.5 sec.,
0.5-1 sec. and 1- sec, we can reduce the test set entropy by 0.12
bits on average. Since there is no uncertainty in selecting the lan-
guage model after determining the utterance duration, the same
amount of entropy reduction can be expected for the unknown in-
put utterances.

A drawback of this method is the latency of measuring the
speech duration, i.e., we have to wait for the end of the utterance,
in order to select the language model. However, the latency may
be eliminated by a delayed decision strategy where multiple de-
coding processes run in parallel; once decoding reaches the end
of an utterance, the final result will be selected according to the
sentence duration.

4.2. Subband-SNR-dependent acoustic model

In order to characterize the acoustic conditions under which an
utterance was made, we use subband SNRs. A subband SNR is the
log power ratio between speech and noise at the given frequency
region, therefore, both the signal level and the spectral shape of
the background noise can be represented with subband SNRs in
multiple frequency regions. Subband SNRs can also be robustly
estimated through the blind SNR estimation method [12].

We have calculated the subband SNRs for the five subbands
of 200-600Hz, 600-1kHz, 1-2kHz, 2-3kHz and 3-4 kHz. All utter-
ances are clustered in the five-dimensional space into eight groups
using the K-means algorithm, where the number eight is decided
as the best condition in the preliminary experiment. In Table 4, the
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Fig. 4. Word accuracy improvement using multiple models, i.e.,
sentence-length-dependent language model (L), subband-SNR-
dependent acoustic model (A), and their combination (A+L), from
left to right.

centroids obtained for the eight clusters are listed.
Multimodels are then generated by transforming a original

standard HMM through MLLR adaptation using all of the utter-
ances in each cluster. In our experiment, no significant improve-
ment was obtained simply by training an independent model us-
ing the utterances in the group, because the training data for each
model became fewer.

4.3. Experimental Evaluation

The effectiveness of the multimodeling based on the utterance length
and subband SNRs has been evaluated through recognition exper-
iments using the evaluation framework described in 3.2.

The recognition results are shown in Figure 4. By selectively
using language models trained for different lengths of utterances,
we obtained a 1.6% improvement in word accuracy. The intro-
duction of multiple acoustic models, on the other hand, achieved
a 2.7% improvement in word accuracy. In addition, by combin-
ing multiple acoustic and linguistic models, further improvement
is obtained. Finally the 72.9% word accuracy , i.e. a 16% error re-
duction from the baseline performance, is achieved. On the basis
of this result, the effectiveness of multiple model approach based
on utterance duration and subband SNRs is confirmed.

5. SUMMARY

In this paper, we described a large in-car speech corpus obtained
under real driving conditions, and its application to improve in-car
ASR performance. After proposing a subset design method for
efficient cross validation, five hundred drivers’ utterances are an-
alyzed through large-scale speech recognition experiments. From
the results of the experiments, the SNR and entropy of the utter-
ances are found to be the two major factors governing the recogni-
tion accuracy for in-car dialogue utterances.

Based on the above investigation, a multimodel approach for
both acoustic and language models is proposed. In the proposed
method, the duration of the utterance and subband SNRs are used
as the multiplication and selection criteria for language and acous-
tic models, respectively. Since both criteria can be directly cal-
culated from a noisy speech waveform, the loss of information
due to the uncertainty in model selection is small, and therefore,

performance improvement from precise modeling is fully utilized.
Finally, the effectiveness of using multiple models is confirmed
through recognition experiments, where a 16% improvement in
speech recognition accuracy is confirmed.
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