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ABSTRACT 

This paper describes a new recording script generation method 

that can create speech databases for corpus-based TTS systems. 

This method is efficient due to its two features; (1) It has a 2-

stage algorithm to generate the recording script with 

consideration of the balance of triphone, syllable and morpheme 

elements.  (2) It can control types of phonetic elements included 

in the recording script via the weight coefficients of the phonetic 

elements. An evaluation shows that the 2-stage algorithm is 

effective in raising the coverage of phonetic elements and that 

this method yields a recording script containing various phonetic 

elements. A preference test shows that changing the selection 

criteria influences the quality of the synthesized speech. The 

same test also shows that it is better to take account of 

morpheme-based elements than syllable-based elements in 

generating a task-specific recording script. 

1. INTRODUCTION 

Recently a lot of text-to-speech(TTS) systems based on the 

corpus-based concatenative approach have been developed and 

shown to synthesize natural sounding speech[1-3]. The speech 

database is a key component of all corpus-based TTS systems. 

To construct a speech database, we must record a narrator’s 

natural speech. To synthesize high-quality speech, the database 

must contain a wide variety of speech parts: words, syllables, 

and phonemes. If the script used in recording the parts is random 

or unbalanced, the recorded data may be full of redundancies 

and lack critical phonetic elements. Moreover, the script should 

be as small as possible because recording and labeling costs are 

very high. 

Several methods to generate scripts have already reported 

[4-8]. For example, one exchanges sentence pairs using the 

entropy of diphones and triphones[4], another maximizes the 

synthesis unit coverage by taking account of prosody[6],  and 

another uses multi-stage selection based on a greedy 

algorithm[9] using hit-rate and covering-rate for sentence 

selection criteria[7]. These methods use acoustic speech parts 

such as diphones, triphones, and syllable-based units. 

In this paper, we propose a new script generation method 

that mines a large text corpus to automatically generate 

comprehensive and low redundancy scripts that are as small as 

possible. For high quality speech synthesis, the recording script 

should offer comprehensive word variety. Therefore, we take 

account of the balance of acoustic speech parts and linguistic 

ones. The acoustic parts provide variations in short-time speech 

features, while the linguistic parts provide long-time speech 

features such as words. Our method uses five phonetic elements: 

triphone, two acoustic parts and two linguistic parts. Our 2-stage 

selection algorithm raises the coverage of several key types of 

phonetic elements. 

Section 2 defines the five phonetic elements and describes 

text corpus analysis. Section 3 introduces our script generation 

method. Section 4 details an experiment on script generation. 

Section 5 provides results of a listening test. Our conclusion is 

given in Section 6. 

2. DEFINITIONS AND TEXT CORPUS ANALYSIS 

2.1 Phonetic element definitions 
In this paper, we define five phonetic elements as shown in 

Table 1. Triphone(represented by TRI) is a basic element to 

ensure that any text can be synthesized. The four expansion 

elements provide high-quality synthesis.    Of the four expansion 

Table 1. Phonetic element definitions. In the form column, 

C means consonant, V means vowel, P means any 

phoneme, S means syllable, and M means morpheme.  ‘( )’ 

means the enclosed phoneme is a phoneme environment. 

In the example column, ‘|’ means a morpheme boundary. 

/AMAGUMO/ and /GA/ are Japanese morphemes. 
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elements, two are acoustic elements and the other two are 

linguistic ones. The acoustic elements are ‘Syllable with 

phoneme environment’(S1) and ‘syllable bigram with phoneme 

environment’(S2). The linguistic elements are ‘Morpheme with 

phoneme environment’(M1) and ‘morpheme bigram with 

phoneme environment’(M2). 

2.2  Measurement definition 
We define the metric of coverage to select sentences from a 

large text corpus. Let us define Ec(X) as ‘Element Cover 

Rate(ECR)’ based on the total number of variations of the 

phonetic elements in the text corpus. Let us define Tc(X) as 

‘Text Cover Rate(TCR)’ based on frequencies of the phonetic 

elements in the text corpus. The definitions of Ec(X) and Tc(X)

are as follows: 
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where X is the phonetic element type such as TRI. N(X) is the 

number of variations of X in a text corpus C. M(X) is the number 

of variations of X in a recording script R. ni(X) is the frequency 

of ui(X) in C. {u1(X),…,ui(X),…,uN(X)(X)} are phonetic elements 

included in C. Function di(R) outputs 1 if ui(X)∈R, otherwise it 

outputs 0.

2.3 Text corpus analysis 
A recording script is generated by extracting sentences from a 

large text corpus. Our objective is to generate a script that has 

high coverage, as well as small size. If two scripts have the same 

size, the one with the higher coverage is preferred. 

In 2.1, we defined TRI as a basic element. It is desirable 

that the script contains all TRIs in the text corpus. Some 

phonetic elements defined in 2.1 include other types of phonetic 

elements. For example, M2 can include TRI, S1, S2, and M1.  

This means that if we generate a script using only one phonetic 

element type in the selection criterion, other types of phonetic 

elements are also contained in the selected script without any 

further consideration. 

We examined what percentage of the TRIs could be 

collected when an expansion element is used for text selection. 

The script generation algorithm in this analysis(see below) is 

based on a greedy algorithm[9]. 

Step1. The scores of all sentences in the text corpus are 

calculated. This score is defined as the increase in Ec(X) or 

Tc(X) that would occur if the sentence were added to the 

script. 

Step2. The sentence with the highest score is selected from 

the text corpus. This sentence is added to the script and 

removed from the text corpus. Iterate from step1 to step2 

until all types of TRIs in the text corpus are contained in the 

script. 

Table 2. Contents of the text corpus. 

genre
newspaper, newscast, 

novel

number of sentences 153479 

number of mora 7168733 

TRI 6537 

S1 65799 

S2 649054 

M1 579747 

number of

element

variety in 

the text 

corpus M2 1593010 
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 Figure 1. Ec(TRI) rates for each selection criterion as a 

function of recording script size. 

Table 3. TCRs of expansion elements 

The sentence score of TRI is based on ECR. Because TRI is a 

basic element, it is necessary for the script to have all TRIs in 

the  text corpus, regardless of frequency. Preliminary 

experiments showed that a smaller script can be generated by 

using ECR than by using TCR to collect all kinds of TRI in the 

text corpus. Table 2 shows the contents of the text corpus in this 

experiment.

Figure 1 shows the results of the experiment: the 

relationship between Ec(TRI) and selection criteria. It shows 

TRI can be collected completely using TRI criterion for text 

selection. However, TRI collection is insufficient if S1, S2, M1, 

and M2 criteria are used for text selection at about 140000 mora. 

It is necessary to give priority to TRI in sentence selection. 

TCR (%)

selection 
criteria Tc(S1) Tc(S2) Tc(M1) Tc(M2)

TRI 93.7 61.6 48.4 19.3 

S1 95.6 63.7 50.2 20.5 

S2 93.4 65.9 51.6 22.1 

M1 92.8 64.0 54.9 24.1 

M2 91.9 63.0 53.2 25.9 
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We also examined Tc(S1), Tc(S2), Tc(M1), and Tc(M2) 

using TRI or expansion elements as the selection criterion. The 

variations of the expansion elements are huge, we can not collect 

all of the variations. We must put priority on collecting high 

frequency elements. Therefore, the sentence scores of S1, S2, 

M1, and M2 are based on TCR. Table 3 shows that resulting 

script size reaches 140000 mora. It shows that S1, S2, M1, and 

M2 collection is weak if TRI is used for sentence selection.  

3. PROPOSED RECORDING SCRIPT 

GENERATION ALGORITHM 

Following the experiments in 2.3, we developed a script 

generation method based on a greedy algorithm with 2-stage 

selection. The 1st stage handles the basic element (TRI). The 

2nd stage handles the expansion elements. 

The algorithm is described as follows: 

1st stage.  The score of all sentences in the text corpus are 

calculated. This score, denoted by s(TRI), is defined as the 

increase in Ec(TRI) that would occur if the sentence were 

added to the script. If there is only one sentence which has 

the highest score, add this sentence to the recording script, 

delete the sentence from the text corpus, and iterate the 1st 

stage. 

2nd stage. If there are multiple sentences with equally 

highest score by s(TRI), calculate new score S using 

expansion elements to decide the most suitable one of these 

sentences. This new sentence score S is calculated as follows: 

S = w(S1)s(S1)+w(S2)s(S2)+w(M1)s(M1)+w(M2)s(M2)   (3) 

where, s(S1) is defined as the increase of Tc(S1), that would 

occur if the sentence were added to the script. s(S2),s(M1) 

and s(M2) are defined in the same way. w(S1),w(S2),w(M1) 

and w(M2) are weight coefficients of S1,S2,M1 and M2, 

respectively. If there is only one sentence with highest score, 

add this sentence to the recording script and delete the 

sentence from the text corpus. If there are multiple sentences 

with equally highest score, select the sentence with the 

shortest length. Return to the 1st stage. 

This loop is iterated until the size of the script, Tc(X)

and/or Ec(X) meets some application-specific requirements.

4. SCRIPT GENERATION EXPERIMENT 

4.1 Conditions 
To examine the 2-stage selection algorithm, script generation 

with six sets of weight coefficients was carried out. We 

compared TCRs. Termination conditions and text corpus are the 

same as in the experiment in 2.3. The details of six sets, (a)~(f), 

are as follows.  

In weight coefficient set(a), we set all weights to 0. That is 

w(S1)=w(S2)=w(M1)=w(M2)=0: sentence score S in the 2nd 
stage was always 0. This was intended to examine TCRs if 2nd 

stage selection was not used. 

Table 4. TCRs using 2-stage selection. 

TCR (%) 

weight coefficient 

conditions Tc(S1) Tc(S2) Tc(M1) Tc(M2)

(a) (single stage) 
w(S1)=w(S2)= 

w(M1)=w(M2)=0
93.7 61.6 48.4 19.3 

(b) (2-stage) 
w(S1)=1, 

w(S2)=w(M1) 
=w(M2)=0 

94.9 62.8 49.5 20.0 

(c) (2-stage) 
w(S2)=1, 

w(S1)=w(M1) 
=w(M2)=0 

93.9 64.0 50.3 20.8 

(d) (2-stage) 
w(M1)=1, 

w(S1)=w(S2) 
 =w(M2)=0 

93.8 63.1 51.7 21.5 

(e) (2-stage) 
w(M2)=1, 

w(S1)=w(S2) 
=w(M1)=0 

93.7 63.0 51.0 22.2 

(f) (2-stage) 
w(S1)=w(S2) 

=w(M1)=w(M2)=1
94.0 63.5 50.5 21.5 

In weight coefficient sets(b)~(e), we set one of the weights 

to 1,  the others to 0. For example, w(S1)=1, w(S2)=w(M1) 

=w(M2)=0. In weight coefficient set(f), we set all weights to 1. 

That is w(S1)=w(S2)=w(M1)=w(M2)=1. These sets were 

intended to examine which types of phonetic elements were 

included in the script via the weight coefficients of phonetic 

elements. 

4.2 Results and discussion 

Table 4 shows the weight coefficient sets and the resulting TCRs 

at the script size of 140000 mora. Comparing with the single 

stage method, set(a), the proposed 2-stage method, sets(b)~(f), 

obtains mostly higher TCR scores. It indicates that 2-stage 

selection is effective in raising TCR for all expansion elements. 

The TCR with sets(b)~(e) show that each TCR has the 

highest value if its phonetic element and phonetic element for 

selection are the same. In the case of weight coefficient set(f), 

although the TCRs are not the highest, they can provide, on 

average, higher scores than the other weight coefficient sets. 

This indicates that taking account of several expansion elements 

can collect a wider variety of phonetic elements on average. This 

experiment shows that the proposed method yields scripts that 

contain a wide variety of phonetic elements while eliminating as 

many redundant phonetic elements as possible.

5. LISTENING EXPERIMENT 

5.1 Conditions 
Section 4 examined the proposed script generation method from 

the viewpoint of TCR. This section examines it from the 
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viewpoint of the subjective quality of synthesized speech. The 

following experiment was carried out to determine how much 

the expansion elements influence the synthesized speech quality; 

we assume a speech database for the specified task of 

newscasting.

First, two scripts were generated from the same text 

corpus: newscast genre. One script (script-S1) was generated 

using w(S1) = 1 with all other weight coefficients = 0. The other 

script (script-M1) was generated using w(M1) = 1 with all other 

weight coefficients = 0. A TTS speech database was created 

from each script. Each speech database had about 1 hour speech 

(including about 27000 mora). Database-S1 was created from 

script-S1, and database-M1 was created from script-M1. 

A preference test was carried out by 5 subjects who were 

experienced in listening to synthesized speech. 10 sentences 

from a newscast task were synthesized by our corpus-based TTS 

system[10] using the two speech databases. The sampling rate of 

the synthesized speech was 22050Hz. These speech pairs were 

presented through headphones. In addition, another 10 sentences 

from mixed tasks other than newscast (for example novel, 

information guidance, and so on.) were synthesized and 

examined in the same way. 

5.2 Results and discussion 
The results are shown in Figure 2. For the newscast task, 

database-M1 yielded better speech quality than database-S1. In 

this task, the task of the text corpus and synthesized speech are 

the same. This indicates that M1 better matches the feature of 

the task than S1. This is reasonable because S1 is an acoustic 

element and M1 is a linguistic element. 

For the other tasks, database-S1 speech was preferred over 

that of database-M1. In this case, the task of the text corpus and 

synthesized speech are different.  This indicates that S1 is more 

task-independent than M1. In another way, script-S1 is more 

general-purpose than script-M1. 

These results indicate two conclusions. First, which 

expansion element is used to generate a script influences the  

quality of the synthesized speech. Second, when we build a task-

specific speech database, we should take account of morphemes 

when generating the script.

6. CONCLUSION 

This paper introduced a new script generation method for 

constructing efficient speech databases for corpus-based TTS 

systems. We proposed an algorithm that can generate scripts 

containing a wide variety of speech elements, and that allows the 

types of elements included in the script to be controlled. 

Experimental results show our 2-stage selection process is 

effective in raising the text cover rate for all expansion elements. 

The proposed method yields scripts that contain a sufficiently 

wide variety of phonetic elements while simultaneously 

eliminating as many redundant phonetic elements as possible. A 

preference test showed that differences in the type of phonetic 

element for the script generation criteria influence the quality of 

the synthesized speech. The preference test also showed that M1 

is better than S1 when generating a task-specific script. In the 

future, we will examine other weight coefficients of more 

phonetic element combinations. We will also examine the use of 

prosody in script generation. 

database-S1

database-S1

database-M1

database-M1

0% 20% 40% 60% 80% 100%

other tasks

newscast task

Figure 2. Results of preference tests.
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