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ABSTRACT 

A wavelet Kalman filter combined with masking properties 
of human auditory systems is proposed for enhancing 
speech degraded by colored noise. A wavelet domain 
speech state-space model is first constructed, with a 
corresponding Kalman filter. A post-filter considering both 
time and frequency masking properties is then applied. 
From the calculated masking threshold, the noisy speech 
spectrum is further enhanced. Simulation results show that 
the proposed approach has the best performance compared 
with either classic or recently introduced methods, 
evaluated using ITU-T P.862 PESQ scores. The proposed 
approach also has a reduced complexity compared to a 
time-domain implementation of the Kalman filter with a 
perceptual post-filter.  

1. INTRODUCTION 

The Kalman filtering algorithm was first proposed to be 
applied to speech enhancement by Paliwal and Basu [1], 
with the speech parameters obtained from the clean speech 
signal and the noise characteristics obtained from non-
speech frames. In [2], a Kalman filter based approach was 
proposed for colored noise cases. These methods have to 
detect non-speech frames for the noise covariance 
estimation. In [3], the authors proposed a Kalman filter 
approach concatenated with a perceptual post-filter for 
speech enhancement in colored noise. The noise 
covariance is estimated recursively using a covariance 
matching method, and no detection of non-speech frames 
is needed. Extending the work in [3], this paper presents a 
wavelet domain Kalman filter for speech enhancement. 
Since the perceptual post-filter is based on human auditory 
masking properties and the frequency response of a human 
auditory system can be mapped into the wavelet domain 
[4],  a  wavelet   domain   speech   state  space   model  is 
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constructed so that the Kalman filtering procedure and the 
post-filter procedure can be done in the same domain. 
Thus the computational load becomes less than for the 
time domain Kalman filter as in [3]. The wavelet Kalman 
filter can get the MMSE or the LMMSE estimate of the 
speech spectrum in the wavelet domain. In the rest of this 
paper, Section 2 briefly introduces the wavelet Kalman 
filter for speech enhancement, Section 3 describes the 
perceptual post-filter, Section 4 shows the simulation 
results and Section 5 presents a brief conclusion.  

2. WAVELET KALMAN FILTER FOR SPEECH 
ENHANCEMENT 

For the problem of enhancing speech degraded by colored 
noise, a wavelet packet transform is used to construct the 
state-space model in the wavelet domain. 

2.1 Wavelet packet transform and filter banks 

For a given sequence of signals ),( nix at time n and for a 

fixed resolution level i, the lower resolution signal 
),1( nixL  is obtained by downsampling the output of a 

halfband lowpass filter by two, where the impulse response 
of the filter is )(nh :

∑

k
L kixknhnix ),()2(),1(    (1). 

The wavelet coefficients, as a complement of 
),1( nixL , are denoted by ),1( nixH , and can be 

computed by first using a highpass filter with an impulse 
response )(ng  and then by downsampling the output of 

the highpass filter by two. This yields: 

∑

k
H kixkngnix ),()2(),1(    (2) 

with )1()1()( nLhng n , where L is the length of the 

filter and must be even. Equations (1) and (2) define the  
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discrete wavelet transform. In this paper, the filter impulse 
responses used form an orthonormal set. Thus the 
reconstruction of the original signal ),( nix  is computed by 

∑∑

k
H

k
L kixnkgkixnkhnix ),1()2(),1()2(),(

      (3). 
The discrete wavelet transform can be implemented by an 
octave-band filter bank [5]. However, the wavelet 
transform only decomposes the output of the lowpass filter 
at each resolution level. Then it is difficult to map the 
frequency response of the human auditory system to the 
wavelet transform domain. Whereas using a wavelet 
packet transform the mapping problem can be solved: by 
using a wavelet packet transform, both the output of the 
lowpass filter and the highpass filter can be further 
processed. A wavelet packet tree can be used to represent 
the operation [5]. For this paper, it is more convenient to 
describe the wavelet packet transform in an operator form. 
For simplicity, the wavelet packet transform is denoted by 
a matrix T. An orthogonal wavelet basis is used, so the 

inverse of matrix T equals its transpose, i.e. '1 TT .

2.2 State-Space model 

The speech signal is processed on a block by block basis, 
and the length of each block equals the LPC order p (see 
below). Since the length of the data to be transformed by 
wavelet packets usually is a power of 2, in the simulations 
the frame length was set to be F =128 and the LPC order 
p was set to be 8.  There are thus pFB =16 blocks 

within a frame, the block index is denoted by N, and the 
frame index is denoted by w.

A clean speech signal s(n) can be described by a LPC 
model: 

)()()(
1

nuinsans
p

i
i∑    (4) 

where p is the LPC order, u(n) is a zero mean, white 

Gaussian process with variance 2
u , and ia  is the i-th AR 

parameter. The n-th sample of the noisy speech signal  y(n)
is described as: 

)()()( nvnsny     (5) 

where v(n) is a colored measurement noise process. The N-
th block of clean speech data is written as: 

]))1((

,),2)1((),1)1(([

ppNs

pNspNsN LS
   

where ' denotes a transpose operation. From (5), the 
relationship between NS  and 1NS  is as follows: 

11 NNN GUFSS     (6) 

where  

]))1((

,),2)1((),1)1(([

ppNu

pNupNuN LU

and the transition matrix F is computed by the following 
steps. First, a matrix 1F  is written as: 
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The first row of the matrix F equals the first row of the 
matrix 1F . From the second row to the p-th row, the 

elements of the i-th row of matrix F are computed by: 

∑

1

0
1)()(

i

k
kkii aFF  ,     (7) 

where 10a , i)(F  and ki)( 1F  represent the i-th row of 

matrix F and the (i-k)-th row of matrix 1F , respectively. 

The matrix G is computed by applying the same scheme as 
in (7) to an identity matrix of size pp .

Based on the above block state space model, the 
following frame by frame state space model is obtained. 
The adjacent frames have an overlap of 1B = 15 blocks. 
Let wX  denote the clean speech data of frame w:

],,[ )1(2)1(1)1( Bwwww SSSX L    

11 www UΓAXX     (8) 

where  
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],,[ )1(2)1(1)1( Bwwww UUUU L .

The covariance matrix associated with wU is Q . The 
observation data is represented by 

www VXY     (9) 

where  

],,[ )1(2)1(1)1( Bwwww YYYY L ,

],,[ )1(2)1(1)1( Bwwww VVVV L ,

')])1((

,),2)1((),1)1(([

ppNy

pNypNyN LY

and  

')])1((

,),2)1((),1)1(([

ppNv

pNvpNvN LV
  . 

The covariance matrix associated with wV is R . Eq. (8) 
and (9) form the frame by frame state space model in the 
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time domain. To transform it into the wavelet domain, the 
wavelet packet transform is applied on both sides of  (8): 

111 ' wwwww UTΓTXTATUTΓTAXTX   (10). 

Let ww TXX  which is the wavelet packet transform of 

the clean speech data, 'TATA  and TΓΓ , then in the 

wavelet domain, the state space model is represented by: 

11 www UΓXAX     (11) 

www VXTY '     (12). 
The following Kalman filtering algorithm can be used for 
this model: 

1|')( wwww XTYe     (13) 
1))1|('()1|()( RTPTTPK wwwww  (14) 

)()(ˆˆ 1|| wwwwww eKXX    (15) 

)1|()')(()|( wwwww PTKIP   (16) 

wwww ||1 ˆˆ XAX     (17) 

'')|()|1( ΓQΓAPAP wwww    (18) 

where )(we is the innovation vector, )(wK  is the Kalman 

gain, ww|X̂  represents the filtered estimate of state vector 

wX , 1|ˆ wwX  is the minimum mean-square estimate of the 

state vector wX , )|( wwP  is the filtered state error 

covariance matrix, and )1|( wwP  is the a priori error 

covariance matrix. The estimation of the covariance 
matrices Q and R can be derived in the time domain [3].  

3.  POST-FILTER BASED ON MASKING 
PROPERTIES OF AUDITORY SYSTEMS 

To perform the post-filter masking and thresholding, the 

following procedure is used: 

(1) Using the wavelet domain clean speech estimates 

ww|X̂   to compute the total masking level tM  in each 

critical band using the procedure in [3] 

(2) Decomposing each critical band masking level tM

into the corresponding wavelet packet coefficients 

)( jT ( 127,,0 Lj ). In the simulation, a full 

wavelet packet tree was used and each coefficient 

)( jT  corresponds to a frequency bandwidth of 

31.25 Hz (with a sampling frequency of 8000 Hz).  

(3) Estimating the power spectrum density (PSD) of the 

filtered state error in the wavelet packet domain, from 

the last 20 filtered state error covariance matrices 
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 Fig. 1 Diagram of the Proposed System 

TPT )1|(' iwiw  ( 19,,0Li , from (14) ). This 

produces an average covariance matrix P . Then a 

covariance vector is constructed from the matrix P ,

by averaging the elements of P  in each of its 

diagonals. The PSD in the wavelet domain )( ieP  is 

estimated by using a wavelet packet transform on the 

covariance vector. )( ieP  is then the absolute value 

of the transform coefficients. A thresholding is then 

performed on the components )(ˆ
iX of the input 

wavelet packet transformed speech spectrum ww|X̂ :

⎪⎩

⎪
⎨

⎧

otherwise)1()(ˆ

)()()(ˆ
)(

~
ˆ

)(/)(

)(/)(

iTieP
i

iie
iTieP

i
i

X

TPX
X

      (19) 

where 127,1,0 Li , and  is a tonality coefficient   

[3]  ( 10 ,  0 is for a purely white noise signal 

and 1 is for a purely tonal signal ).  

(4) Using )(
~
ˆ

iX  and the sign of )(ˆ
iX , and then doing 

an inverse wavelet packet transform to obtain an 

enhanced frame of speech. The last block of data in 

the frame is then averaged with the second last block 

of data from the previous frame, to produce the final 

block of enhanced speech.  

When the post-filter is designed, a tradeoff between 
signal distortion and residual noise is needed. Both the 
masking properties and the characteristics of the speech 
frame are taken into account in the thresholding procedure  
(19). The smaller the  is, i.e. the speech frame is more 
like a white noise, the more the Kalman filtered signal 
power is reduced. When the error power density )( ieP  is 

smaller than the masking threshold )( iT , most of the 

power of the Kalman filtered signal can be kept to reduce 
distortion. The smaller the )( ieP  is, the more the 
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Kalman filtered signal energy is kept. On the other hand, if 
)( ieP  is larger than )( iT , whether to increase the 

power of the Kalman filtered signal or to reduce it depends 
on the value of  and )( ieP . From (19), if 

)()( iie TP  and 1)1( )(/)( iTieP , then the 

following two solutions can be derived: 
2

15
 and 

ln

)1/1ln(
)(

T
P ie . This case represents a speech 

frame which is more tone-like and the error estimate may 
not be too large. To mask the error estimate, the power of 
the Kalman filtered signal is increased. In other cases, the 
power of the Kalman filtered signal is reduced. If 

2

15
 and 

ln

)1/1ln(
)(

T
P ie , the error 

estimate may be too large. If the signal power is increased, 
it may incur a large distortion. Thus in this case, the signal 
power is reduced. The larger the )( ieP  is, the more the 

signal power is reduced. If 
2

15
, the speech frame 

is assumed to be more like a noise frame. The larger the 
)( ieP  is, the more the signal power is reduced. 

4.  SIMULATION RESULTS  

Six different speech sentences of 4 seconds each spoken by 
three females and three males were used in our simulations. 
The noise signals used were babble noise and street noise. 
All of the speech and noise files were taken from the ITU-
T Supplement P.23 speech database. The sampling 
frequency used was 8000 Hz, and the input signals were 
normalized so that the amplitude is in the interval [-1, 1]. 
The AR prediction order p was set to be 8, and the AR 
coefficients were updated for every frame. The data length 
used to compute the AR parameters (i.e. to compute 
correlation values) was 136 samples, which includes the 
current noisy speech frame and one previous enhanced 
speech block. DB4 wavelets were used and the 
decomposition level of the data was 7. The performance 
index used was ITU-T P.862 PESQ scores, in order to 
have a close match with subjective speech quality scores. 
High scores stand for good speech quality. The PESQ 
scores are shown in Table 1, obtained by comparing the 
proposed method with classical and recently introduced 
speech enhancement algorithms for colored noise, under 
various input signal-to-noise ratios (SNR). The simulation 
results show that in the view of PESQ scores, the new 
proposed method has the best performance under any input 
SNR value. The slight improvement over our previous 
time domain perceptual Kalman filtering method in [3] 

input speech  SNR 
algorithm 

-5 
dB 

  0
dB 

 5
dB 

10
dB 

15
dB 

original noisy speech 1.17 1.50 1.78 2.09 2.42 
spectral subtract. (SS) 1.14 1.53 1.85 2.17 2.53 
perceptual SS [6] 1.17 1.57 1.89 2.22 2.56 
Kalman filtering [2] 1.26 1.59 1.89 2.24 2.55 
KLT approach [7] 1.14 1.59 1.93 2.29 2.61 
perceptual Kalman [3] 1.37 1.75 2.03 2.39 2.71 
proposed approach 1.47 1.91 2.14 2.49 2.83 

Table 1. Average PESQ scores obtained by different methods. 

is due to improvements in the post-filter thresholding. The 
number of required multiplies for the Kalman filtering and 
the noise covariance matrices estimation in each frame was 
estimated to be reduced from 278,528 in [3] to 34,816 
multiplies in the proposed approach. Moreover, the latter 
does not require a FFT on the input data of the post-filter. 

5.  CONCLUSION 

This paper proposed a wavelet Kalman filter concatenated 
with a perceptual post-filter for speech enhancement. The 
multi-resolution property of human auditory systems can 
be mapped very well to the wavelet packet transform 
domain. By constructing the state-space model in the 
wavelet domain, the output of the wavelet Kalman filtering 
algorithm is directly used by the post-filter without any 
transform, reducing the complexity compared to a pure 
time domain Kalman filter approach. The proposed 
method produced a better PESQ score performance than 
other speech enhancement algorithms for colored noise, 
and it does not require the detection of noise frames (i.e. a 
voice activity detector), unlike some other algorithms.  
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