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ABSTRACT
Predictive vector quantization (PVQ) for a bandwidth scal-

able LSP (line spectrum pairs) quantizer was studied. In

the quantizer, LSP parameters obtained from a wide-band

(16-kHz sampling) speech signal were quantized using LSP

parameters encoded in a narrow-band (8-kHz sampling)

layer. We designed several configurations of 16-bit quan-

tizer utilizing PVQ and compared their performance. Sim-

ulation results showed that effective exploitation of inter-

frame and intra-frame prediction improved objective per-

formance. Compared with a baseline algorithm, PVQ using

normal inter-frame prediction achieved better SD (spectral

distortion) performance by 0.15 dB, and further improve-

ment of 0.05 dB was gained by introducing novel inter-

frame and intra-frame prediction. Robustness against frame

erasure was considered by adopting switched prediction and

“forgetting” capability. Designed memory-based PVQ al-

gorithms were found to be robust up to 20% frame erasure

rate.

1. INTRODUCTION

In this paper, we present an algorithm of bandwidth scalable

LSP (line spectrum pairs) quantization utilizing a predictive

VQ (vector quantization) scheme. Bandwidth scalable LSP

quantization using inter-frame and intra-frame prediction

was introduced by Nomura et al.[1], and Koishida et al.[2]

proposed a joint optimization method for designing such

inter/intra-frame predictors. However, there have been few

studies on the structure of inter-frame and intra-frame pre-

dictors for the bandwidth scalable LSP quantizer. For pre-

dicting LSP parameters calculated from a wide-band signal

(WB-LSP), we consider exploiting following parameters;

1) quantized LSP parameters obtained from a narrow-band

signal (NB-LSP) on the current frame, 2) previously quan-

tized WB-LSP and 3) previously quantized NB-LSP. Some

configurations of the predictive VQ (PVQ) scheme are com-

pared for studying efficient exploitation of the above three

parameters. Since utilizing parameters 2) and 3) means that

the prediction is memory-based and sensitive to transmis-

sion errors, switched prediction and “forgetting” capability

are adopted in all the configurations in order to increase ro-

bustness against errors.

This paper is organized as follows. In Section 2, we ex-

plain the baseline PVQ algorithm of the bandwidth scalable

LSP quantization. In Section 3, we describe some config-

urations of PVQ for the LSP quantizer proposed. In Sec-

tion 4, the training procedure used in our study is outlined.

In Section 5, objective performance is presented. We dis-

cuss about the results of our experiment in Section 6. Fi-

nally, in Section 7, we summarize our findings.

2. BASELINE SCALABLE LSP QUANTIZER

This section explains a scalable LSP quantization algorithm

used as the baseline. The baseline algorithm utilizes sim-

ple intra-frame prediction and can be hence categorized as a

PVQ-based algorithm. The algorithm is memory-less since

inter-frame prediction is not used.

2.1. Overview

Figure 1 shows a block diagram of the baseline scalable LSP

quantizer. An enhancement layer quantizes a WB-LSP vec-

tor in a layered manner using an NB-LSP vector quantized

by a narrow-band layer. In the enhancement layer, the quan-

tized NB-LSP vector is upsampled in an autocorrelation do-

main, and then a residual vector between two vectors of the

input WB-LSP and the upsampled NB-LSP is quantized by

a 2-mode 3-stage vector quantizer. One mode is designed to

quantize LSP in stationary intervals, while the other mode

is designed to be robust to a variety of LSP input. In our

study, the sampling frequencies of the input wide-band and

narrow-band signals are 16-kHz and 8-kHz, the orders of

WB-LSP and NB-LSP are 18 and 12, respectively. Both the

NB and WB-LSP quantizers are operated on 20 ms frames.

2.2. NB-LSP Quantizer

A 29-bit scalable quantizer is used as the NB-LSP quan-

tizer. It consists of a core layer of a 21-bit quantizer and an

enhancement layer of an 8-bit quantizer.
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Fig. 1. Baseline scalable LSP quantizer

2.3. NB-LSP to WB-LSP Conversion

The quantized NB-LSP parameters are transformed into au-

tocorrelation coefficients via linear prediction coefficients.

The autocorrelation coefficients are upsampled in a way

equivalent to an upsampling process in the time domain.

The upsampled autocorrelation coefficients are reconverted

to LSP parameters.

2.4. Enhancement Layer Quantization

A quantized WB-LSP vector, L̂W , is given by Equation (1).

L̂
(n)
W (i) is the i-th element of the quantized WB-LSP vector

at the n-th frame. L̂
(n)
N (i) is the i-th element of the upsam-

pled NB-LSP vector at the n-th frame. Ĉ(n)(i) is the i-th
element of a residual codevector quantized by the 2-mode

3-stage VQ at the n-th frame. α(i) and β1(i) are the i-the

elements of predictive coefficients associated with the mode

of the 3-stage VQ codebook.

L̂
(n)
W (i) = α(i)Ĉ(n)(i) + β1(i)L̂

(n)
N (i) (1)

Five bits are assigned to each stage of the 2-mode 3-stage

VQ, and one bit is used for switching the modes of the 3-

stage VQ codebook and the predictive coefficients table as-

sociated with the codebook.

3. COMPARED PVQ

In this section, we present three PVQ configurations com-

pared. Since we use AR (auto-regressive) prediction for

PVQ, following two techniques are adopted to all the three

configurations; 1) a switched predictive scheme for limiting

propagation of effects of transmission errors, 2) “forgetting”

capability for decreasing erroneous memory of a predictor.
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Fig. 2. PVQ1 (the 1st configuration)

Regarding the switched prediction, the PVQ using AR pre-

diction is introduced to only one of the two modes of the

quantizer, so that propagation of errors is stopped when the

other mode is selected, since the other mode is memory-less

quantizer. Concerning the “forgetting” capability, since a

quantized LSP vector is expressed by the sum of a memory-

less and a memory-based (AR predictive) components, er-

roneous memory is diminished by the memory-less compo-

nent as correct frames are increasingly received. Each of

the three configurations is described in the following sub-

sections.

3.1. PVQ1

Figure 2 shows a block diagram of the first configuration of

the enhancement layer. A first order AR predictor is intro-

duced to one of the two modes of the baseline quantizer as

an inter-frame predictor. A quantized WB-LSP vector, L̂W ,

is given by Equation (2). In the case of memory-less VQ

mode, β2(i) is set to zero in Equation (2) and Figure 2.

L̂
(n)
W (i) = α(i)Ĉ(n)(i) + β1(i)L̂

(n)
N (i)

+ β2(i)L̂
(n−1)
W (i) (2)

3.2. PVQ2

Figure 3 shows a block diagram of the second configuration.

A new prediction component is added to the first configura-

tion. The new component is calculated by multiplying the

quantized NB-LSP vector on the current frame by the ra-

tio of the WB-LSP to NB-LSP vectors that are quantized

on the previous frame. This new component performs both

parts of inter-frame and intra-frame prediction. A quantized

WB-LSP vector, L̂W , is given by Equation (3). When the
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Fig. 3. PVQ2 (the 2nd configuration)

memory-less VQ mode is selected, β2(i) and β3(i) are set

to zero in Equation (3) and Figure 3.

L̂
(n)
W (i) = α(i)Ĉ(n)(i) + β1(i)L̂

(n)
N (i)

+ β2(i)L̂
(n−1)
W (i) + β3(i)

L̂
(n−1)
W (i)

L̂
(n−1)
N (i)

L̂
(n)
N (i) (3)

3.3. PVQ3

The third configuration of the enhancement layer is depicted

in Figure 4. An idea of a classified VQ technique [3] is

further applied to the second configuration without sending

class information. The class information is obtained using

NB-LSP quantized and encoded in the narrow-band layer.

The quantized NB-LSP is inputted to a 3-bit vector quan-

tizer and classified into one of eight classes. Each of the

first stage codebooks of the 2-mode 3-stage VQ codebook

consists of eight sub-codebooks that are corresponding to

the eight classes. The class information identifies which

sub-codebook should be searched in the 3-stage VQ. This

technique exploits only the quantized NB-LSP on the cur-

rent frame; hence it is categorized as intra-frame prediction.

4. CODEBOOK TRAINING

The training procedure for the predictive coefficients and

residual codebook is the same as the design algorithm pro-

posed by Koishida et al.[2]. The predictive coefficients and

residual codebook were optimized so that the overall distor-

tion, D, was minimized:
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Fig. 4. PVQ3 (the 3rd configuration)

D =
∑

n

18∑
i=1

w(n)(i)
(
L

(n)
W (i) − L̂

(n)
W (i)

)2

(4)

where L
(n)
W (i) is the i-th element of an unquantized WB-

LSP vector and w(n)(i) is the i-th weighting coefficient, at

the n-th frame. To maintain “forgetting” capability, β1 was

clipped at 0.4 as a minimum value when updated β1 was

below 0.4, while the term of β2 + β3 is restricted below

0.6. Regarding the 3-stage codebook, all codevectors over

the three stages were jointly optimized using the simulta-

neous joint codebook design proposed by LeBlanc et al.[4].

Two hundred Japanese short sentences were used as training

data, from which 26,600 LSP vectors were generated.

5. OBJECTIVE PERFORMANCE

We evaluated the performance of the four PVQ config-

urations including baseline using average spectral distor-

tion (SD) between unquantized WB-LSP vectors, LW , and

quantized WB-LSP vectors, L̂W . The performance for

clean speech in error-free and frame erasure conditions were

tested. Eight Japanese sentence pairs (four males and four

females, 64 seconds in total) were used as test data. The test

data was not included in the training data. The results are

shown in Figure 5. The performance in the error-free con-

dition and the 10% frame erasure condition is also summa-

rized in Table 1 and 2 respectively with percentages of out-

liers. As shown in the figure and the tables, the three PVQ

algorithms described in Section 3 outperformed the baseline

algorithm both in error-free and frame erasure (FER<20%)

conditions.
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Fig. 5. Comparison of SD performance

Table 1. Comparison of SD performance (error-free)

average SD 2≤SD<4dB 4dB≤SD

Baseline 1.62 dB 20.44 % 0.50 %

PVQ1 1.47 dB 14.66 % 0.12 %

PVQ2 1.44 dB 13.84 % 0.22 %

PVQ3 1.42 dB 13.09 % 0.16 %

Table 2. Comparison of SD performance (FER=10%)

average SD 2≤SD<4dB 4dB≤SD

Baseline 1.81 dB 23.38 % 3.40 %

PVQ1 1.74 dB 20.44 % 3.47 %

PVQ2 1.71 dB 19.81 % 3.38 %

PVQ3 1.70 dB 19.19 % 3.41 %

6. DISCUSSION

Figure 6 shows a typical example of predictive coefficients

obtained through the training procedure in the PVQ2 case.

The figure suggests that the term of L̂
(n−1)
W (i) in Equa-

tion (3) contributes to the prediction of higher order LSP

while the term of
L̂

(n−1)
W (i)

L̂
(n−1)
N (i)

L̂
(n)
N (i) is effective in the quan-

tization of lower order LSP. Thus the proposed AR-based

prediction (PVQ2) appears to be capable of exploiting inter-

frame and intra-frame correlation efficiently.

The classified VQ technique further improves the per-

formance of PVQ2 at the cost of memory requirements and

computational loads. PVQ3 scheme appeared to be one way

for exploiting intra-frame correlation and realizing efficient

quantization.

Regarding the SD performance of PVQ1–3, compared

with the past report in [2], the percentages of outliers are

relatively high, while the average SD is comparable. Further
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Fig. 6. Example of predictive coefficients

optimization of VQ codebook might be necessary.

7. CONCLUSION

Predictive vector quantization was applied to a 16-bit LSP

(line spectrum pairs) quantizer as an enhancement layer of

a bandwidth scalable LSP quantizer. Robustness against

frame erasure was realized by adoption of switched pre-

diction and “forgetting” capability of a memory-based pre-

dictor. Objective test results showed that better SD perfor-

mance was achieved by efficient exploitation of inter-frame

and intra-frame prediction. Ordinary inter-frame prediction

improved SD performance by 0.15 dB, and additional im-

provement of 0.05 dB was achieved by further exploitation

of inter-frame and intra-frame correlation.
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