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ABSTRACT

We study a measure of confidence in the speech recognizer
output based on a rank-order probability model of HMM
state likelihoods. The motivation for rank models is based
on the conjecture that statistics based on ranks are likely
to be more robust than those based on the likelihood val-
ues, especially when the test and training distributions are
mismatched. We investigate a number of different issues
that arise in the development of rank models. We test the
proposed rank-order model on two ASR rejection tasks: a
combination of the log-likelihood ratio and rank order prob-
ability, yields relative reductions of the equal error rates of
31% and 8% (for the two tasks, respectively), over the log-
likelihood ratio alone.

1. INTRODUCTION

Even though the accuracy of automatic speech recognition
technology is not perfect under real-world conditions, speech
recognizers are essential components in a growing number
of interactive voice response and spoken natural language
applications. An effective measure of confidence of an ASR
hypothesis can improve overall user experience. Such con-
fidence measures:

e cnable the detection of erroneous recognizer hypothe-
ses, or of out-of-grammar user input (rejection prob-
lem), and incorporation of these decisions in a dialog
strategy.

e allow rejection of incorrectly recognized utterances,
and thus prevent the contamination of the training data
for unsupervised acoustic and language model adap-
tation schemes.

Confidence estimation is typically formulated as a hypoth-
esis testing problem, where one must either accept or reject
the hypothesis that the recognizer word output is correct.
The confidence criterion is commonly based on one of the
following:

(a) Acoustic model likelihoods, typically ratio of the like-
lihoods of the recognized hypothesis and of an alter-
nate hypothesis. The alternate hypothesis may be rep-
resented either by a "backgound” or ”garbage” model
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[1], or by a complex anti-model which is discrimina-
tively trained [2, 3, 4].

(b) Word posterior probabilities derived from the recog-
nizer outputs, such as wordgraph, lattices or sausages
[5,6,7]

Our recognizer is based on context dependent phonetic (tri-
phone) hidden Markov models (HMM), with tied states. A
Gaussian mixture distribution is trained for each state in a
state inventory. A context-dependent phone HMM is com-
posed of HMM-states, each drawn from the state inventory.
With the word state, we usually refer to an entry (tied state)
in the state inventory, or, equivalently, to its corresponding
Gaussian mixture.

Our approach to the problem of confidence measure is
derived from the best path acoustic likelihoods as in (a). We
investigate a metric based on the relationship between the
likelihoods of a state and a set of close neighbors. This
relationship is represented by a rank statistic described in
the next Section. Similar rank statistics could be defined for
larger units such as context-dependent or context-independent
phones, or even a word. In a similar study, [8] has proposed
the use of the state rank itself as a confidence measure, how-
ever, without an explicit rank probability model.

2. STATE CONFIDENCE MEASURES

Given a sequence of observation (frame) vectors o1, ..0,
(assumed independent), and the corresponding best HMM
state sequence s1, ..S, of the recognizer output (Viterbi state
alignment), the confidence measure Cs, (0;) of frame o; and
state s; may be defined as the logarithm of the likelihood
ratio: L. (0;)
5. (05) = lo St 1
Calon) = log (72 0 M)
where [, (.) and I ;4,5 (.) are the likelihood functions of state
s; and of the garbage model, respectively. Because of the
independence assumption, adding (1) over the hypothesis
frames gives the log-likelihood-ratio of the recognizer hy-
pothesis.
The state likelihoods exhibit a large range of values even
for correct recognition output: in fact the denominator in (1)
partially compensates for such variability, and it is essential
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for the performance of the state likelihood as a confidence
measure. Intuitively, rather than the state likelihood value
itself, a better confidence measure should use a characteri-
zation of the state hypothesis relative to the other competing
HMM states. Such an approach has a discriminative flavor,
and it should be more robust than those based on absolute
measurements. This provides the motivation for this work.
The general idea is as follows. For a given frame, o;, the
likelihoods of all the states in the state inventory,

( lsl (Oi)7 lS2 (Oi)v lSN (Oi))/ ) (2)

are computed and sorted in decreasing order. The relative
position (rank) of the j** state among the N state likeli-
hoods is denoted by 7. We define a rank vector as follows:

(rsl (Oi)7 Tsy <Oi)’ - Tsy (Oi))l (3)

The probability distributions of the rank vectors (3) given
state s;, correctly aligned with o;, are estimated from train-
ing data as in Section 3. During recognition, the test statistic
for each frame o; aligned with state s; is defined as:

RS::(Oi) = log (psi(rﬁ (oi)v 7,52(01')7 TSN(Oi)> )

where ps;, (.) is the probability of the rank vector (3) given
hypothesis s;.

3. RANK ORDER MODEL DESIGN

In principle, it is straightforward to implement non-parametric
estimation of the rank models (4), by counting the occur-
rences of the rank vectors in the training data . A rank vector
(3) is computed for every frame o;. By supervised Viterbi,
we also find the state s; aligned with o;, and we update the
count of the rank vector of o; for s;. Then, count normal-
ization yields an estimate of the rank probabilities.

In practice, this approach is not feasible, because of the
large number of possible rank vectors (N!). Therefore, we
assume independence of the state ranks in (4):

N
log (pSi (Tsl <0i)’ - Tsy (01) ) ) ~ Z log (psi(rsj (Oz)))

(5
The estimation of ps, (s, (.)) , i = 1, N in (5) still involves
N? parameters, and hypothesis testing requires the com-
putation and ordering of all N state likelihoods for every
speech frame. Since in our models N ~ 104, (5) is still not
practical.

We notice that in practice the rank distribution py, (rs,)
of the correct state is peaked around rank = 1 and that it
tapers towards zero for ranks of about 16—64. This suggests
an additional simplification, which is to rank the likelihoods
of only a shortlist of states that are the closest competitors of
the correct state s;. Intuitively, we remove from the rank or-
der process those states that have little chance of confusion
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with the correct state. This is similar to the deletion of his-
togram bins with low counts, and to the assignment of their
counts to the remaining bins. The cohorts for speaker veri-
fication follow a similar concept. In Section 4 we describe
the shortlist selection algorithms. These produce, for every
state s;, a list of N' states (s% , j = 1, N, N’ << N)
sorted according to decreasing similarity to state s; (ob-
viously si = s;). We can then estimate the probabilities
Ds; (Ts;’. ), where Tsi (.) denotes the rank of the likelihood of
the j*" state in the shortlist ( sé— , j =1,N’) of neighbors
of state s;. Then instead of (5) we use:

RSz (Ol) = Z lOg (pSL( Tsji (02))) (6)

We also observed that the terms ps, ( Tsi (.)) in (6) are not
useful in discriminating between correct and incorrect hy-
potheses if their distributions are “flat”, and that the distri-
butions for states 33 farther from the “correct” state s{ tend
to be "flatter”. Therefore, we limit the sum in (6) to the first
M’ terms:

M’

Rsi(oi) = Z log (psi(rs;(oi))) ) M’ < N’ (7
=1

Experimentally, we found that M’ = 1 gives good perfor-
mance, and relatively small performance gains can be ob-
tained for M’ ~ 4.

4. SHORTLIST SELECTION

We have experimented with two techniques for the con-
struction of a shortlist of neighbors for a given state s. The
first technique is based on counting the number of times a
state ranked in position 1 based on its likelihood, and the
second technique is based on a similarity measure between
states. The criterion based on first-rank counts is more co-
herent with the design described in Section 3, but it is com-
putationally intensive in the training phase. However, it
performed much better in preliminary experiments, and we
have implemented it on parallel processors to achieve ac-
ceptable speed. In the experiments reported here, we always
use state shortlists selected by first-rank counts.

4.1. First-rank counts

th

We keep a matrix of N by N counts Q, where the s*"* col-

umn is used to select the neighbors of the st state:

(a) For every frame o; of the training data, find the state
b; with the highest (rank one) likelihood of all the
HMM states, and the state s; aligned with o; (super-
vised Viterbi): then increment Qy, o, by one.

(b) For every state s, select its shortlist of N’ states neigh-
bors, as those with the largest values of the sth col-
umn of Q.



The criteria (ML or MMI) for HMM states estimation are
not directly related to the state “rank” in step (a): it is not
guaranteed that Q ; is the largest count in the s*" column
of Q, even though, as one may expect, this happens in the
vast majority of columns (97%, in our case). Therefore,
before (b), to ensure that the first state of the shortlist of
neighbors of state s is s itself, we set to co the diagonal
elements of Q.

4.2. State similarity metric

This method is similar to Section 4.1, except that Q5J51 is
a measure of similarity between the j* and i‘" state:

QS;qu, = 197 (Au’s]') + lSj (u’sl)

where M, is the mean of the jy, state (from the state statis-
tics), and [, (.) is the likelihood function of the i" state.

5. MODEL TRAINING

We estimated the rank order model parameters on the same
training data (=~ 2 10° words, telephone audio) of the rec-
ognizer HMM [9]. The frame vectors have 60 components,
defined by a discriminative transformation (HDA) of 11 ad-
jacent cepstral vectors. The HMM has 9,219 states with
92,100 Gaussians, discriminatively (MMI) trained. The rank
probability models (7) are estimated, one for every HMM
state, as in Sections 3 and 4.1.

6. REJECTION METHODS AND TASKS

After recognition of an input sentence, given the state path
s; of frames o;, we compute the rank confidence measure
of the sentence hypothesis by:

e Frame normalization: arithmetic average (assuming
independence) the frame confidence (7) over the hy-
pothesis frames, or

e State normalization: compute the averages of the
confidence (7) of consecutive frames aligned with the
same HMM state, then average these state averages
over the hypothesis. A measure similar to state nor-
malization (phone normalization) is also in [10, 11].

To contrast the rank model (7) with the traditional likeli-
hood ratio (1) , we have implemented the sentence hypothe-
sis confidence measures above with the likelihood-ratio (1)
as well.

We have also experimented with a sentence confidence
measure defined by a simple linear interpolation of the rank-
based and the likelihood-ratio metrics. The two interpola-
tion weights are chosen to equalize the standard deviations
of the rank-based and of the likelihood-ratio hypothesis con-
fidence measures for in-domain data. This score combi-
nation gives better performance than either the rank-based
metric or the likelihood-ratio metric alone.

We reject an utterance if its hypothesis confidence score
is below a threshold, typically set to achieve the desired
trade-off between false acceptances and false rejections. We
determine the equal error rate by setting the rejection thresh-
old to obtain the same rates of in-domain utterance rejec-
tions and out-of-domain acceptances, weighted by the the
in-domain and out-of-domain sample counts, respectively.
We report such an equal error rate for the following rejec-
tion tasks:

e Account ID’s. The application is recognition of alpha-
numeric strings of various length (from 2 to 12), spo-
ken after a prompt from an interactive system. The
ASR word error rate for in domain-utterances is 3.5%.
We want to reject the recognition hypothesis when the
user does not pronounce an alphanumeric sequence.
We test on 3,000 in-domain and 3,000 out-of-domain
sentences.

e Names. The application is recognition of names (first
and last) out of a 1,000 people directory, spoken after
a prompt from a dialogue system. The string error
rate for in-vocabulary names is 4%. We want to reject
the recognition hypothesis when the user input is an
out-of-vocabulary name. We test on 1,169 in-domain
and 1879 out-of-domain utterances.

7. RESULTS AND DISCUSSION

Tables 1 and 2 show the equal error rates (eer) for the two
rejection tasks, with the log-likelihood ratio and rank prob-
ability model as confidence measures. The rank model eer’s
are given for different values of the parameters N’ and M’
in (7). The equal error rate in parentheses are for the com-
bination of the rank-based and likelihood ratio scores, as
explained in the previous Section. For all the results shown,
the sentence hypothesis confidence score is computed by
state normalization (see previous Section). We have found
that state normalization performs better than frame normal-
ization for both the rank and the likelihood ratio scores. In-
tuitively, state normalizations gives the same weight to all
phones, regardless of their average duration. Mismatched
states are kept relatively short by the Viterbi alignment, so
state normalization discriminates against the state alignment
of incorrect hypotheses more than frame normalization.

The performance of combined rank probability and like-
lihood ratio scores is uniformly better than the performance
using likelihood ratio scores alone, on both tasks and for a
wide range of parameter values. For example, for N =
68, M’ = 4, the relative error reduction is 25% for the
Account ID’s task (from 5.05% to 3.78%), and 8% (from
17.3% to 16.0%) on the Names task.

The behavior of the rank probability method is some-
what different on the two tasks. On the Account ID’s task,
the confidence measure based on rank probability alone gives
lower error rates (4.65%, 4.93%) than the likelihood ratio
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(5.05%), for certain parameter values. On the names task,
the error rate using rank models are about the same as that
using likelihood-ratio scores for an appropriate choice of
parameters. It is also interesting to note that the error rate
continues to decrease as M’ is increased. Other mecha-
nisms for combining the rank probabilities of the candidate
state and its neighbors may yield improvements.

These results based on rank-order probability models on
the Account ID task are rather encouraging, because we ob-
tain a significant reduction in the error rate, using the com-
bined scores, on fairly difficult real application data. The
overall rejection performance is probably good enough for
real applications. Typical false acceptance (acceptance of
out-of-grammar utterances as in-grammar utterances) cases
are ones that are very short (1 or 2) alphanumeric sequences
that are hypothesized in place of short out-of-vocabulary
words (example: “e s” in place of “yes”). These can be
detected based on a database lookup.

The names task appears to be much harder. Examples
of out-of-vocabulary names that are recognized as an in-
vocabulary name with a high score (and therefore falsely
accepted) are: “Terri Slotterback™ for “Mary Slotterback”,
“Mark Corgan” for “Mark Closson”, “Ronda Newman” for
“Ronda Bowman”. It is clear that this is a difficult task be-
cause the differences are often very small. In many cases, a
single phoneme substitution can map an out-of-vocabulary
name into an in-vocabulary name. Another experiment was
conducted with a larger grammar that included 137K names
and the equal-error-rate increased to about 28%. This error
rate is so high that it is not useful in practice. It is possible
that out-of-vocabulary rejection would be more effective in
these cases if we looked at local mismatches instead of a
global utterance score. This is a subject of ongoing work.
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