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ABSTRACT
Individuality transformation is a process to modify the speech sig-

nal in a person’s voice so that it sounds as if spoken by another

person. In most individuality transformation methods, pitch trans-

formation is performed through a simple scaling considering the
global pitch characteristics of the source and target speakers with-

out considering the short-term pitch variation or jitter. In this pa-

per we present a novel method to model and modify jitter in the

speech signal to introduce a handle on roughness in the process of
individuality transformation. The proposed method is based upon

computing the average intensity in a band around the fundamental

frequency in the spectrum of a speaker’s mean normalized pitch

contour. The validity of the proposed method to model jitter has

been established by subjective tests for perceived roughness in the
speaker’s voice. It is also shown that modification of jitter by the

proposed method results in an improved subjective rating for indi-

viduality transformation.

1. INTRODUCTION

The process of individuality transformation mainly consists of trans-

formations of the spectral envelope [1, 2, 3, 4, 5], and prosodic

features like pitch and speaking rate [6, 7, 8]. While an enor-

mous amount of research has been performed for spectral envelope
transformation, other features like roughness, prosody etc. have re-

ceived a relatively limited attention. However, it has been observed

that these features also play a very important role in the perceived

speaker’s identity. Jitter, i.e., period to period pitch variation, is
known to be an important factor in the voice individuality [9, 10].

It affects perceived roughness and hoarseness in the speech signal

[11, 12]. However, there is very little evidence in the literature to

modify this aspect of the speech signal for individuality transfor-
mation.

Generally, simple scaling based methods have been used to

transform the pitch value of one speaker to that of another speaker.

These methods either statistically normalize the pitch values or

find a mapping for the pitch contour as a whole [1, 4, 5, 7, 8].
In this paper, we propose a method to model and modify jitter of

one speaker to that of another speaker in the context of individu-

ality transformation. We define jitter of a speaker as the average

intensity in a band around fundamental frequency in the spectrum
of the mean normalized pitch contour. Other researchers have also

defined jitter to quantify the period to period pitch variation in dif-

ferent ways [13, 14]. We also present a two-step approach for pitch

modification which accounts for the jitter difference between the

source and the target speakers and also compensates for the global

pitch mean and variance differences of the two speakers.

It may be noted that individuality transformation is an effi-
cient method for personalized speech synthesis as most of the cur-

rent state of the art text-to-speech synthesis systems are based on

concatenative technology. The process of individuality transfor-

mation renders personalized speech synthesis without requiring a
large speech corpus in the target speaker’s voice. It transforms the

speech signal in a given speaker’s voice so that it sounds as if spo-

ken by the target speaker. Recently, the concept of voice fonts has

been proposed for independent representation of a speaker’s indi-
viduality and its transformation to another speaker’s individuality

[3, 4, 6]. Personalized speech synthesis is an integral component of

various applications like, multimedia mail, distance learning, very

low bit rate speech coding, personal assistant, speech to speech

translation etc.

The rest of the paper is organized as follows. We present the

concept of voice fonts in Section 2. The proposed approach for

jitter modeling and modification is described in Section 3. We de-

scribe the experiments performed in Section 4 and the correspond-
ing results in Section 5. We conclude in Section 6.

2. VOICE FONTS

Voice fonts represent a speaker’s individuality as a set of “de-

scriptors” of the speaker’s voice, viz., spectral envelope, pitch and

speaking rate [3, 4, 6]. This representation is independent for a

speaker and is not dependent on any source-target pair. The spec-
tral envelope descriptor in voice fonts is represented at the phone-

mic class level [3] or at the articulatory class level [4]. Continu-

ous speech utterances are recorded in the speaker’s voice whose

voice font is to be created. All the speech utterances are phoneti-
cally aligned by using the acoustic models of a speech recognition

system through Viterbi alignment. Then the spectral envelope for

all the frames corresponding to a phone or an articulatory class is

modeled through a Gaussian Mixture Model (GMM). The speak-

ing rate, is represented as average durations of voiced, unvoiced
and silence acoustic categories. The value of these durations is

computed from the aligned speech corpus of the speaker [6]. Pitch

is represented for the speaker as mean and standard deviation of

the pitch values across all the voiced frames in the corpus. The
process to create voice fonts for a speaker is depicted in Fig. 1.

At the time of individuality transformation the voice font descrip-

tors for the source and the target speaker are used in an integrated

framework to modify different aspects of the speech signal. In-
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Fig. 1. Creation of a speaker’s voice font [6]

dividuality transformation using voice fonts is depicted in Fig. 2.

More details about voice fonts descriptors and inviduality transfor-

mation using these descriptors can be found in [6].

In this paper we augment the set of descriptors for voice fonts
by adding another descriptor for speaker individuality, viz., jitter.

Jitter is an important aspect of the voice quality and it affects the

individuality of speech signals [9, 10]. We aim to model the jitter

for a speaker and incorporate it in the overall individuality trans-
formation process.

3. PROPOSED APPROACH

The proposed approach is motivated by the fact that for a given
voiced segment, if the pitch is sampled at a high sampling rate,

then jitter, or pitch variations from one pitch period to another, will

reflect around the mean fundamental frequency in the spectrum

of the sampled pitch sequence. The sampling rate of the pitch
should be high enough to capture the fastest pitch variation for

any speaker. We describe this approach in detail in the following

subsections.

3.1. Jitter Modeling

We model jitter for a speaker as the average intensity in a band

around the mean fundamental frequency in the spectrum of the
mean normalized pitch contour. Firstly, the pitch values are com-

puted for all the voiced frames present in the speaker’s corpus. We

use an autocorrelation based pitch detector similar to the pitch de-

tector described in ITU-T standard G.729. The mean pitch value,
P̄ , and its standard deviation, σ, for the speaker are computed

from the set of pitch values thus obtained. Now for every voiced

segment, (i.e., the complete voiced region between two unvoiced

regions), v, in the speech corpus, we compute the pitch values at

a uniform sampling interval, τs, which is set to one millisecond.
This sampling rate for pitch values is chosen so that it can capture

short term pitch variations upto 500 Hz which is sufficient for the

human pitch range. These pitch values are then refined using the

mean pitch value to remove any halving or doubling of the pitch.
The pitch values so obtained are normalized with the mean pitch

value, P̄ , and a normalized pitch contour, Cv(n), is obtained for

the voiced segment.

Cv(n) = {P̂1, P̂2, .., P̂n, .., P̂L}

where P̂i, 1 ≤ i ≤ L are the mean normalized pitch values and

L is the number of pitch samples in the voiced segment. Now for

each of the pitch contours, a K-point (K ≥ L) Fast Fourier Trans-
form (FFT), Sv(k), is computed corresponding to the normalized

pitch contour, Cv(n). An overall pitch spectrum, S̄(k), for the

speaker is then obtained by taking an average of the individual

spectrums:

S̄(k) =
1

V

V∑
v=1

Sv(k) (1)

where V is the number of voiced segments present in the speaker’s

speech corpus. Jitter, J , for the speaker is computed as the average

intensity in a band around the mean fundamental frequency of the

speaker.

J = 10 ∗ log10

(
1

ku − kl + 1

ku∑
k=kl

|S̄(k)|2
)

(2)

where kl(= �Kτs/(P̄ + mσ�) and ku(= �Kτs/(P̄ − mσ�) are

FFT indices which correspond to the pitch limits (P̄ ± mσ) and

m is a parameter to control the frequency range over which the in-

tensity is averaged. It can be chosen depending upon the distribu-
tion of the pitch values. For example, for a Gaussian distribution,

m = 2 will capture about 95% of speaker’s pitch range.

3.2. Jitter Modification

The modification of jitter is performed as part of the pitch and
speaking rate conversion module shown in Fig. 2. The algorithm

for jitter modification is as follows:

• Step 1: For a given voiced segment, v, of length L, compute

the pitch values, P s
i , 1 ≤ i ≤ L, at a regular interval (at

sampling interval τs).

• Step 2: Compute corresponding target pitch values, P t
i , to

compensate for the global mean and variance

P t
i =

P̄ s − P s
i

σs
∗ σt + P̄ t 1 ≤ i ≤ L (3)

where P̄ s and σs are the mean pitch and standard deviation
for the source speaker respectively and P̄ t and σt are the

corresponding values for the target speaker.

• Step 3: Obtain the mean normalized pitch contour, Cv(n),
for P t

i , 1 ≤ i ≤ L, and the corresponding spectrum, Sv(k)

• Step 4: Compute jitter, J̃t for the voiced segment by us-

ing Sv(k) in place of S̄(k) in (2). Choose kl and ku as

�Kτs/(P̄
t +mσt)� and �Kτs/(P̄

t −mσt)� respectively.

• Step 5: Pass the transformed pitch sequence, P t
i , through a

band pass filter, centered around 1/P̄ t and having a pass-

band corresponding to 1/(P̄ t±mσt). The gain of the filter
is adjusted to compensate for the difference in the jitter val-

ues of the transformed pitch sequence, J̃t, and the required

jitter value for the target speaker, J t. A simple way is to

use a frequency domain filter as follows:

Ŝv(k) =

{
Sv(k) ∗ 10(Jt−J̃t)/20 kl ≤ k ≤ ku

Sv(k) otherwise

• Step 6: Take inverse discrete fourier transform of Ŝv(k) to
obtain the modified pitch contour for the voiced segment.
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Fig. 2. Individuality transformation of speech using voice fonts [6]

Table 1. Computed jitter values for various speakers

Speaker Avg. F0 J Speaker Avg. F0 J

(Hz) (dB) (Hz) (dB)

ash 169 -0.22 nit 105 3.48

ak 139 1.51 pxk 177 0.66

vpg 137 1.89 vxt 188 -0.94

dxh 251 -2.33 axs 154 0.94

abc 187 -0.57 xyz 223 -2.01

4. EXPERIMENTS

We have conducted individuality transformation experiments to

evaluate the performance of the proposed method. We use Degra-

dation Category Rating (DCR) and an Opinion Test to judge the
quality of the transformed speech signal. Subjective tests have

also been conducted to find out the correlation between the com-

puted value of the jitter for various speakers and the perceived

roughness in their voices. The speech database consists of 10
speakers, including 6 male and 4 female speakers. About 30 min-

utes of speech is collected from each of the speakers in the form

of continuous Hindi sentences recorded at 16 kHz sampling rate.

The speech database is phonetically aligned using Hidden Markov
Models (HMMs) of a large vocabulary continuous dictation type

Hindi speech recognition system developed at IBM India Research

Lab, New Delhi. The phonetically aligned database is used to ex-

tract voice fonts for the speakers as shown in Fig. 1. The voice
fonts descriptors, viz., spectral envelope, pitch and speaking rate,

are used to perform individuality transformation using the voice

fonts approach as shown in Fig. 2. More details about creating

voice fonts and individuality transformation can be found in [6].

For each of the speakers, jitter is computed by the method de-
scribed in Section 3.1. In all the experiments value of m is chosen

to be 1. A pitch spectrum, in the form of 8192-point FFT, is ob-

tained corresponding to the zero-padded mean normalized pitch

contour of each of the voiced segments. About 2000 voiced seg-
ments of length 20 ms to 500 ms are used for the jitter computa-

tion for a speaker. FFTs corresponding to all the voiced segments

are averaged to obtain the overall pitch spectrum, S̄(k), for the

speaker.

The first part of the subjective tests is performed to find the
correlation between the computed jitter and perceived roughness in

the voice of various speakers. To accomplish this, 8 subjects, dif-

ferent from the recorded speakers, rate the perceived voice quality

of the speakers on a scale of 1 to 5 representing increasing level of

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−3

−2

−1

0

1

2

3

4

5

6

A
ve

ra
ge

 in
te

ns
ity

 (
in

 d
B

)

ash
nit
pxk
ak
axs
dxh
vpg
vxt
abc
xyz

Fig. 3. Intensity distribution over (1/(P̄ ±kσ)) for various speak-
ers in the spectrum of their respective mean normalized pitch con-

tours. x-axis shows the multiplication factor k

roughness. For each of the speakers, 2 sentences and 2 short words

are played back. The subjective ratings for roughness correspond-
ing to words and sentences are then averaged for the speaker.

In the second part, individuality transformation is applied to
12 sentences and 15 short words (2-3 syllables) for various source-

target pairs. Each word or sentence is transformed with and with-

out jitter compensation. Individuality transformation is performed

using the voice fonts approach from source to target speaker. The
synthesis is performed using the Harmonic + Noise Model (HNM)

of speech signals. The transformed sentences are rated using DCR

by the subjects to judge the closeness of the transformed sentences

on a scale of 1 to 5 representing decreasing level of degradation
from the target speaker. In DCR, only the target speaker’s real

speech is played to the subjects. In the Opinion Test, we play both

the source and target speakers’ real speech samples and ask the

subjects to rate the transformed word or sentence on a scale of 1 to
10 with 1 representing the actual source speaker and 10 represent-

ing the actual target speaker.

5. RESULTS AND DISCUSSION

5.1. Jitter modeling

The average intensity distribution in S̄(k), corresponding to a range

of 1/(P̄ ± σ), is shown in Fig. 3 for the speakers. It can be seen

from the figure that the intensity levels are quite different for dif-

ferent speakers. Table 1 shows computed jitter values, J , as de-
fined in (2), for the speakers along with their mean fundamental

Table 2. Subjective rating for roughness across the speakers

Speaker Roughness Speaker Roughness

ash 1.88 nit 3.00

ak 2.3 pxk 2.43

vpg 2.68 vxt 1.93

dxh 2.0 axs 2.18

abc 1.81 xyz 1.37
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Table 3. Results for subjective tests on personality transformation

No Jitter Jitter No Jitter Jitter

(Words) (Words) (Sent.) (Sent.)

DCR 3.25 3.47 3.25 3.36

Opinion 7.52 8.22 7.45 8.02

frequency. Table 2 shows the subjective ratings for the speakers

considering the perceived roughness in their voices. The values

in Table 2 should be compared with the corresponding jitter val-

ues, shown in Table 1, computed using the proposed method. As
can be seen for most speakers the subjective rating shows the same

trend as their objective jitter scores. However, for few speakers the

subjective rating are not in agreement with the corresponding jitter

values. An overall correlation coefficient of 0.88 is found between
the computed jitter values and the subjective ratings for roughness

which validates the proposed definition of jitter.

5.2. Jitter transformation

Table 3 shows the results corresponding to the individuality trans-

formation experiments. The first two columns of the table show the

results when isolated words are used for individuality transforma-
tion and the last two columns have the results for full sentences.

Note that the subjective scores improve when jitter is also trans-

formed for the target speaker in addition to the other descriptors.

Further, the amount of improvement is more in the case of short

words as compared to the sentences. It may be due to the fact
that other individual features like, sentence prosody and style of

speaking, become more important in the case of sentences as com-

pared to voice quality features like jitter. The overall scores in the

Opinion Test are higher as compared to the DCR test because in
this case the subjects listen real speech samples of both the source

and target speaker and hence the transformed speech feels much

closer to the target speaker as compared to the source speaker. The

pitch contours obtained using the proposed approach for a 50 ms
voiced segment are shown in Fig. 4 . In this case the target speaker

has higher jitter than the source speaker. Note that the pitch con-

tour with jitter modification has more variation as compared the

one without jitter modifcation. The final pitch contour used in the
transformed speech is a subsampled version of this contour.

6. CONCLUSION

We have proposed a novel method to model jitter in a speaker’s
voice based upon intensity distribution in the average pitch spec-

trum. We have shown how it can be used to modify jitter from one

speaker to that of another speaker at the time of individuality trans-

formation. A strong correlation is obtained between the computed
value of jitter and perceived roughness in the speaker’s voice. Fur-

ther, it is shown that the transformation of the jitter results in a

speech signal which is closer to the target speaker’s voice.
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