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ABSTRACT

Differentiated Services networks can only function effec-
tively if an appropriate mix of traffic can be maintained in
all service classes using a practical pricing model. Previ-
ous work has noted that the same video sequence being dis-
tributed to clients who are prepared to pay different amounts
for the service results in traffic distributions that vary con-
siderably between those clients. It is shown that this varia-
tion can be reduced by trading off coding distortion and the
amount of protection given to packets. As a result, a sim-
ple pricing model provides stable traffic distributions over a
wide range of network conditions and client budgets.

1. INTRODUCTION

One of the fundamental limitations of the Internet today is
its uniform treatment of all traffic that passes through it, re-
gardless of the type of application involved or the impact
of congestion on the user experience. This is especially
relevant to video streaming where systems tend to perform
poorly when network throughput varies with time or when
there is excessive loss or delay. As such, significant impetus
exists for moving towards a system where applications can
trade-off quality of service against cost. This would provide
good performance for sensitive applications such as video
while lower priority applications, e.g. e-mail, will be dis-
proportionately affected when network conditions are poor.

The Differentiated Services (DiffServ) model, in either
relative or proportional form [1], is attractive from an imple-
mentation perspective since it does not require per-flow pro-
cessing in routers, a requirement for other approaches such
as IntServ [2]. In the DiffServ model packets are tagged as
belonging to one of n different service classes with per-byte
or per-packet costs P0 . . . Pn−1. The network guarantees that
the level of service provided to a given class is (at least) no
worse than the preceding class with lower cost.

A number of earlier works have considered transmission
of packet video over DiffServ networks. We believe that
many of these works have used impractical pricing mod-

els. For example, [3, 4] who both use the same parame-
ters as the earlier work by Seghal et al [5], use prices Pi

that are widely spaced but with corresponding packet loss
rates l0 . . . ln−1 which do not vary to a similar degree. In-
deed, cases exist where some service classes are defined
which would never be used since better performance would
be achieved by sending the packet multiple times in a lower
service class. This is due to the (invalid) assumption that
there should always be a one-to-onemapping between video
packets and network packets. A second issue with these
papers is that they consider only static price/loss combi-
nations (Pi, li) whereas real networks have loss rates that
change much more quickly than prices can [6]. Our pre-
vious work [7] has shown that given an appropriate depen-
dence between loss rates in the different service classes, the
distribution of traffic between classes can be approximately
constant as the network load changes. One problem high-
lighted was that when the same coded video sequence was
sent to multiple clients who are prepared to pay different
amounts for the service that the “richer” clients would not
generate as much traffic in the lower service classes. Star-
vation of traffic in those classes could cause the system to
degenerate to performance identical to the best-effort case.
In this paper we examine systems where the no-loss coding
distortion (and hence the video data rate) is allowed to vary
between users with different budgets and its effect on the
overall traffic distribution when users with different budgets
are present.

The remainder of the paper is structured as follows: Sec-
tion 2 describes our model of the utility maximization pro-
cess that users undertake for packet video over DiffServ.
Section 3 outlines the previous results from [7] when the
same video packet rate is used regardless of the user’s bud-
get. Section 4 describes our new results when the video data
rate is allowed to vary with budget and network conditions.
Final conclusions are drawn in Section 5.
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Fig. 1. Packet loss impact for three MPEG-4-coded video
sequences (100 frames each)

2. VIDEO QUALITY OPTIMIZATION

Here, as in [7], we consider only the two service class case
with per-packet prices (P0, P1) which we can consider static
and loss rates (l0(t), l1(t)) which vary with time. With only
two classes the results are easier to visualize; generalization
to three (or more) classes is straightforward.

Given a video sequence composed of Nv video packets
and an overall budget B, we seek a mapping from video
packets to network packets which minimizes the expected
sum square error (or, equivalently, which maximizes the
PSNR) at the decoder. Packet i is transmitted αi(t) times
using packet(s) from class 0 and β i(t) times in class 1. It is
important to stress again that αi(t), βi(t) can take any integer
value, not just 1. This error minimization process can be
represented by:

Etotal(t) = Q(t) + min
αi(t),βi(t)

Nv−1∑

i=0

l0(t)αi(t)l1(t)βi(t)S i (1)

subject to the total cost constraint:

Nv−1∑

i=0

αi(t)P0 + βi(t)P1 ≤ B (2)

where Q(t) is the no-loss coding distortion (e.g. due to
transform coefficient quantization by the video encoder) and
S i is the sum square error resulting from the loss of video
packet i. These two components, one for coding distortion
and the other for packet loss are assumed to be uncorrelated
and therefore whose contributions can be summed together.

Figure 1 plots the packet loss impact measure S i on a
logarithmic scale for three different video sequences cod-
ing using MPEG-4 (with decoder error concealment), sorted
in ascending order. Given this very uneven distribution of
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Fig. 2. Traffic distribution ρ for varying losses (l0, l1), max-
imizing quality at each sample point

packet “importance” we can see that packets to the left in
Figure 1 will be allocated a single packet in the cheapest
class (or perhaps dropped entirely) with more important pack-
ets being allocated a single packet from the expensive class.
The most important packets may be allocated multiple net-
work packets to minimize the possibility of significant er-
rors being caused by the loss of such packets.

Exhaustive searches are used to determine the values for
(αi(t), βi(t)) used in the experimental results. We do not con-
sider fast methods for computing these, but rather we are in-
terested in the behaviour of these systems in the “optimal”
case.

3. PREVIOUS RESULTS (CONSTANT VIDEO DATA
RATE)

Figure 2 shows the result of minimizing (1) for a single
2s GOP from the standard “Mother & Daughter” sequence
coded with MPEG-4 at 120kbps (69 packets) with prices
P0=0.6, P1=1 and a constant budget B=60 over a range of
loss rates (l0, l1). Plotted here is the quantity ρ which is de-
fined as the proportion of the traffic which uses service class
0:

ρ =

∑Nv−1
0 αi

∑nv−1
0 (αi + βi)

(3)

The luminance values in Figure 2 are proportional to ρ
i.e. black represents ρ=0 (no packets generated in class 0,
all in class 1 which occurs when l0 is high and l1 is low) and
white ρ=1. Note that for a fixed budget the overall packet
rate is proportional to ρ since spending more of the bud-
get on packets from the expensive class buys fewer packets
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Fig. 3. ρ vs. budget using same video bit rate

overall. For typical networks l0 and l1 do not vary indepen-
dently and ideally we would like any changes in (l 0(t), l1(t))
to decrease the value of ρ (or at least for it to remain con-
stant) as network load increases. An increase in ρ implies
an increase in the overall sending rate which only worsens
network congestion.

A major issue identified in [7] relate to large-scale net-
works with many users. While each user is charged the
same price per packet, different users have different total
budgets B which affects the proportion of packets they buy
from each class. It is vitally important that under all circum-
stances there is significant demand for packets in all service
classes. Otherwise the DiffServ network behaves identically
to a best-effort network.

Re-computing the results in Figure 2 for a higher total
budget results in increased demand for high-cost/low-loss
packets from class 1 which then decreases the value of ρ.
This is illustrated in Figure 3 which plots ρ for various bud-
get levels between B=45 and B=65. Since it is not possible
to directly plot ρ as a function of l0,l1 and B at the same
time, the horizontal axis used in Figure 3 corresponds to the
top-right/bottom-left diagonal in Figure 2. Large changes
in ρ take place along this path and so we can observe these
changes taking place without independently varying l 0 and
l1. It can be clearly seen that as the budget increases, de-
mand for packets in class 1 rises significantly. Many users
with such a high budget causes degraded performance for
all due to starvation of traffic in class 0.

4. RESULTS WITH VARIABLE VIDEO DATA RATE

The approach in [7] that was summarized in the previous
section treats the term Q(t) in (2) as constant over time and
only adjusts the allocation of video packets to network pack-
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Fig. 4. Optimal video bit rate for constant budget

ets when dealing with changes in budget or network condi-
tions. If a user’s budget is high and/or the network has low
loss rates the summation term in (2) is much smaller than
Q(t). In such cases it may be advantageous to increase the
video data rate (e.g. by using a finer quantizer on transform
coefficients) while decreasing the amount of “protection”
afforded to those packets. Conversely, for high loss rate
and/or low budgets the video packet rate should be dropped
to allow for greater protection from network losses.

Firstly, to investigate the value of adjusting the video
data rate under changing network loss conditions (but con-
stant budget), the same video segment as used in Section 3
was coded at different rates from 70kbps through 140kbps
(in steps of 2.5kbps) and the optimal video rate was found
for each combination of (l0, l1). The luminance of Figure 4
is proportional to the optimal rate calculated from this ex-
periment (black is 75kbps, white is 135kbps). As expected,
the video rate is low for very high losses (bottom right cor-
ner) and high for low loss conditions (top left corner).

A second set of tests was conducted to demonstrate a
similar dependence between video packet rate and total bud-
get. Figure 5 plots the optimal video rate as both total bud-
get and loss varies. The horizontal axis here represents the
top-left/bottom-right diagonal of Figure 4 with both l 0 and l1
increasing towards the right and shows the same behaviour
as seen in that Figure when the budget is constant: the opti-
mal video rate decreases as the overall loss increases. As the
budget is increased we can see that the optimal video rate
also increases which confirms the earlier hypothesis that any
additional network packets purchased with a greater budget
should be used to send new video packets rather than pro-
viding extra protection to existing ones.
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Fig. 5. Optimal video bit rates for different budgets
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Fig. 6. ρ vs. budget using optimal rates

Finally, Figure 6 reproduces Figure 3 except in this case
the video rate is allowed to also change. We can see that the
distribution of traffic between classes is now much less sen-
sitive to the overall budget. Indeed, there is no consistent
trend in the variation of ρ as the budget is increased. The
volatility shown here (which is also visible in Figures 4, 5
and to a lesser extent Figure 2) is likely due to the fact that
the search for the optimal video quality is done over a rela-
tive small set of video packets taken from a single GOP (us-
ing a larger sample would require an impractical amount of
computation for the exhaustive search). Future work should
investigate the modelling of the packet loss impact (e.g. us-
ing an exponential distribution) as an alternative to small
empirically-determined samples. This is also likely to be
the basis for practical techniques that do not require exces-
sive computational resources.

5. CONCLUSION

Unless an appropriate balance of traffic is maintained be-
tween the various traffic classes a DiffServ network regresses
to behaving identically to a best-effort network. It is im-
portant to ensure that under a variety of network conditions
utility-maximizing users always maintains this balance. Our
previous work indicated that if a single coded video se-
quence was used regardless of network conditions or budget
that users would choose different traffic distributions. This
work has shown, however, that if the video rate is allowed
to vary in response to these factors, so that the effects of
quantization error and packet loss error can be allowed to
balance out, then these differences are significantly reduced.
From this result we predict that a DiffServ network carrying
video traffic can function successfully under a simple, static
pricing regime.
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