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ABSTRACT

Progressive coding of 3D textured graphic models us-
ing a joint mesh-texture optimization technique is investi-
gated in this work. The mesh and texture data of a model
are first fed into their respective compression modules to
result in a series of levels of details. Then, for a given view-
point, a rate-distortion surface is generated using these mesh
and texture data. Afterwards, an optimal path over the rate-
distortion surface is determined by the steepest descent al-
gorithm. To achieve progressive transmission, the mesh and
texture are transmitted in a certain ratio along the optimal
path to provide the best visual quality for the given view-
point. For further generalization, a layered sampling algo-
rithm is proposed to deal with an arbitrary viewing angle.
The performance of the proposed joint mesh-texture pro-
gressive coding algorithm is demonstrated by experimental
results.

1. INTRODUCTION

Progressive coding and transmission of 3D graphic models
has attracted a lot of attention recently in academia and in-
dustry for applications such as architectural presentations,
virtual marketing, and network gaming, etc. In these appli-
cations, it is desirable to progressively encode and transmit
both mesh data and associated textures to reduce the lengthy
transmission and rendering time. For most existing graphic
coding research, the focus has been on mesh compression.
For a textured graphic model, we may treat the texture and
the mesh as two separate entities and compress them inde-
pendently and progressively. However, little research has
been done on the multiplexing of these two bit streams to
achieve the best visual quality under the progressive trans-
mission environment.

This is a challenging question, since there is no sim-
ple metric to measure the distortion of compressed textured
graphic models. For an intermediate mesh of a compressed
graphic model, the distortion comes from three sources: the
geometric error, the surface warping effect, and the texture
distortion. The geometric error is introduced because of the
inaccuracy of vertex positions. Surface warping is resulted

from the texture mapping deviation due to the error of tex-
ture coordinates. Texture distortion is the distortion of a
textured image due to its lossy representation. Note that
most previous work on progressive graphic coding [1, 2]
dealt with the mesh data alone, where only the geometric
error is relevant. In this research, we propose a general rate-
distortion model that takes both mesh and texture data into
account so that the bit allocation between them can be op-
timized to achieve the best display quality at any truncated
point of the coded bit stream.

There are three major contributions of this research. First,
we provide a new approach to characterize the relationship
between the bit rate and the display quality of a textured
graphic model. Second, an optimal strategy is proposed to
multiplex mesh and texture data into one single bit stream in
order to present the best display quality subject to the band-
width limitation. Third, a layered sampling method is pro-
posed for image rendering when viewers look at the model
from different viewpoints.

The rest of the paper is organized as follows. Sec. 2
describes the process of calculating the rate-distortion sur-
face and the method of multiplexing mesh and texture data.
Sec. 3 explains the layered sampling method. Experimental
results are given in Sec. 4 to demonstrate the performance
of the proposed algorithm.

2. RATE-DISTORTION OPTIMIZATION FOR
FIXED VIEWPOINT

The proper multiplexing of mesh and texture data into one
single bit stream is important to the delivery of textured
graphic models. To answer this question, we need to de-
rive the rate-distortion relationship. Since we can allocate
bit rates to mesh coding and texture coding with a certain
ratio, the bit rate allocation defines a plane and the distor-
tion is a function (or surface) defined on this bit-rate plane.

In this work, we use the edge collapse/vertex split method
[3] to encode the mesh data and the wavelet-based image
compression standard, JPEG2000 [4], to encode the texture
data. It is worthwhile to point out that our rate-distortion
study is not confined to these specific codecs. Our objective
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is to build a generic framework applicable to all possible
progressive codecs. The specific codecs adopted only serve
as a concrete example for ease of discussion.

After compression, the rate-distortion functions for mesh
and texture data can be written as

Dm = fm(Rm),
Dt = ft(Rt),

where Dm and Dt are mesh and texture distortion measures,
and Rm and Rt are mesh and texture coding rates, respec-
tively. Typically, the mesh distortion is defined in the 3D
mesh space, while the texture distortion is defined in the
2D image space. Therefore, it is difficult to define a uni-
fying metric to describe the distortion of a textured graphic
model.

Furthermore, we assume that the mesh and the texture
objects are represented by m and n layers, respectively, as

M0 → M1 → · · · → Mm−1,
T0 → T1 → · · · → Tn−1.

Then, there exist m × n joint mesh and texture representa-
tions:

M0T0 M1T0 · · · Mm−1T0

M0T1 M1T1 · · · Mm−1T1

...
...

. . .
...

M0Tn−1 M1Tn−1 · · · Mm−1Tn−1

To address the distortion measure issue, we first con-
sider the case, in which a viewer looks at the model from a
fixed viewpoint. Under this scenario, to measure the joint
distortion associated with MiTj with 0 ≤ i < m and 0 ≤
j < n, we may render the model from the given view-
point, and compare the difference of this image with that
rendered in the full resolution of both mesh and texture, i.e.
Mm−1Tn−1. Then, the distortion is actually defined on the
2D image domain, and the commonly used distortion met-
ric such as the Mean Square Error (MSE) is adopted to cal-
culate the joint distortion. For any combination MiTj , we
can obtain such a distortion measure. Finally, distortions
for all m × n combinations form a surface, called the rate-
distortion surface. One example is illustrated in Fig. 1.

The rate-distortion surface can be expressed as

Dj = fj(Rm, Rt),

where Dj is the joint distortion defined in the rendered im-
age domain, Rm and Rt are bit rates for the mesh coding
and the texture coding, respectively. To maximize the vi-
sual quality, we seek a path over the rate-distortion surface
which makes the joint distortion decrease the fastest.

In practice, we have the integer constraint on the mesh
layer index i and the texture layer index j as formulated

above. Thus, if we start from representation MiTj , we only
have two choices for the next higher rate, i.e. Mi+1Tj and
MiTj+1. Thus, at each stage, we simply compare the rate-
distortion slope for these two cases and choose the one that
has the steeper slope. The process is repeated until the mesh
and texture data have been completely delivered. The result
is rather accurate if the gird is small enough.

The above algorithm works well due to the monotonic-
ity of the rate-distortion surface in most regions. However,
it is worthwhile to mention that, when the mesh is rendered
in a very low resolution, the joint distortion will sometimes
increase with the refinement of texture due to the fact that
the large texture coordinate error results in severe texture
deviation. In other words, the steepest descent method may
not guarantee the global optimal path in the non-convex re-
gion. However, this can be treated as a pathological case,
and it only occurs at very low bit rates. On the other hand,
the refinement of mesh will always decrease the joint distor-
tion. Another way to exclude the pathological case is to de-
mand the base rate for the simplest textured graphic model
M0T0 to be greater than a reasonable threshold so that the
rate-distortion surface possesses the monotonic decreasing
property afterwards for larger values of i and j.

Fig. 1. The rate-distortion surface.

3. LAYERED SAMPLING

With the method described in Sec. 2, we have successfully
solved the problem of joint texture-mesh progressive cod-
ing when the viewer looks at the model from a fixed view-
point. However, usually the viewer will move around to ob-
serve the model from different viewpoints. In this section,
we propose the layered sampling algorithm to address this
problem. Due to the space limitation, we only discuss the
scenario when the viewing distance between the viewer and
the model remains unchanged. This result can be general-
ized to the case of varying distances, and will be reported
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later.
As a result of the constant viewing distance, the set of

all viewpoints forms a sphere, which is called the viewing
sphere. The idea of layered sampling is to approximate the
viewing sphere by a progressive triangle mesh, called the
viewing mesh. We first assign the four vertices of a regu-
lar tetrahedron internally tangent with the sphere as the first
layer of the viewing mesh. Then, we continue subdividing
the viewing mesh until it is fine enough. The process is
similar to mesh subdivision. The viewing mesh construc-
tion is to iteratively insert new viewpoints so that the rate-
distortion surface of arbitrary viewpoint can be predicted
from its nearby viewpoints within a certain error bound.

Given three vertices vp0, vp1, and vp2 of a triangle in
the viewing mesh, we denote their rate-distortion surfaces
as:

Dj0 = fj0(Rm, Rt),
Dj1 = fj1(Rm, Rt),
Dj2 = fj2(Rm, Rt).

For any viewpoint vp covered by the triangle, its actual rate-
distortion surface is denoted by Dj . It can be approximated
using the linear interpolation of results observed from vp0,
vp1, and vp2:

D′
j = (‖vp − vp0‖ · Dj0 + ‖vp − vp1‖ · Dj1 +
‖vp − vp2‖ · Dj2)/(‖vp − vp0‖ + ‖vp − vp1‖

+‖vp − vp2‖),
where ‖·‖ denotes the Euclidean norm in the 3D space. The
approximation error can be calculated as

e =
∫ ∫

[Dj(Rm, Rt) − D′
j(Rm, Rt)]2dRmdRt.

We can continue to do the refinement until the maximum
approximation error, which occurs at the barycenter of the
triangle, is less than a given threshold.

To reduce the approximation error as much as possible,
the following requirements of viewing mesh construction
should be met. First, we should let triangles in each layer
be approximately of the same size and a similar shape. Sec-
ond, we should let the sides of the triangle be approximately
of the same length. Thus, we adopt the viewing mesh sub-
division method. That is, we first find the midpoints of each
edge and extend them to intersect with the surface of the
viewing sphere. The points of intersection are considered
as new viewpoints. Then, we subdivide one triangle into
four by connecting the newly inserted viewpoints. The first
three layers are shown in Fig. 2. To measure the quality of
subdivision, we calculate the ratio of the area of the biggest
triangle to that of the smallest triangle in one layer. The
ideal case is that every triangle has the same size. By our
method, the ratios of the three layers are 1.00, 2.08, and
4.26, respectively.

(a) (b) (c)

Fig. 2. Illustration of the Viewing mesh: (a) the first layer,
(b) the second layer and (c) the third layer.

4. EXPERIMENTAL RESULTS

In this section, we test the proposed joint coding algorithm
in two stages. First, we test if the rate-distortion surface
can correctly reflect the relationship between the rate and
the display quality of a textured graphic model and give the
best transmission strategy. Second, we test if the layered
sampling method works well for the case when the viewer
looks at the model from different viewpoints.

To demonstrate the performance of the proposed opti-
mized joint coding algorithm, we compare it with the fol-
lowing three coding strategies: (1) the constant ratio scheme
- the mesh and texture data are transmitted according to a
constant ratio, which is determined by the total sizes of the
mesh and the texture data; (2) the mesh-first scheme - the
mesh data are transmitted first with the minimum amount of
the texture data and, then, texture refinement data are trans-
mitted after all mesh data have been completely delivered;
(3) the texture-first scheme - the texture data are transmitted
first with the minimum amount of the mesh data and, then,
mesh refinement data are transmitted after all texture data
have been completely delivered.

Let us take the model ’Bunny’ as an example. The bit al-
location results and the joint rate-distortion curves of these
four coding strategies are illustrated in Fig. 3. At the begin-
ning, the joint distortion of the mesh-first curve decreases
dramatically, much faster than texture-first and the constant
ratio schemes. Then, the decreasing speed is slowed down,
since the contribution of mesh data becomes smaller. Dur-
ing this stage, the constant ratio scheme performs better than
the mesh-first and the texture-first schemes. The mesh-first
scheme drops again after starting to transmit texture data.
The performance of the above three strategies varies accord-
ing to the viewpoint. However, the proposed algorithm al-
ways outperforms the other three methods for any viewpoint
over the whole transmission period.

As mentioned above, when the mesh resolution is very
low, the joint distortion may sometimes increase with the re-
finement of the texture. This can be seen from the texture-
first curve. Therefore, when the textured model is multi-
plexed using the constant ratio or the texture-first strategies,
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(a) The rate-distortion curve
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Fig. 3. Comparison of four transmission strategies.

the joint distortion does not decrease monotonically for the
low rate region. Our algorithm can easily solve this prob-
lem.

To verify the layered sampling algorithm, we randomly
choose a viewpoint and calculate its actual and approxi-
mated rate-distortion surfaces. The errors of approximated
rate-distortion surfaces and curves are shown in Fig. 4 at
various layers of the viewing mesh. The error of the rate-
distortion curve indicates how much the approximated rate-
distortion surface deviates from the actual one. It is clear
that the error decreases when the viewing mesh has more
layers.
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(c) The third layer

Fig. 4. The approximation error of rate-distortion surfaces
and curves.
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