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ABSTRACT

Emotion recognition is one of the latest challenges in 
intelligent human/machine communication. Most of
previous work on emotion recognition focused on
extracting emotions from visual or audio information
separately. A novel approach is presented in this paper to
recognize the human emotion which uses both visual and 
audio from video clips. A tripled Hidden Markov Model is
introduced to perform the recognition which allows the
state asynchrony of the audio and visual observation
sequences while preserving their natural correlation over 
time. The experimental results show that this approach 
outperforms only using visual or audio separately .

1. INTRODUCTION

Emotion recognition is becoming more and more important
in the intelligent communication between human and
computer. Extensive studies have been performed on the 
relationship between emotion and facial expression or
speech s ince 1970s [1, 5].

Psychological research [4] identified that six principle 
emotions are universally associated with distinct facial
expression. Several approaches [2, 3] were presented to 
recognize different facial expressions from video frame 
sequence. In [2, 3], by tracking facial features and
measuring the amount of facial movement, they attempt to 
categorize different facial expressions automatically.
However, the computing workload of such approaches is 
very heavy while the result is not so good with the average
accuracy of about 74%.

Much work has also been done for emotion analysis in 
the field of speech recognition. There are some difficulties 
in analyzing emotions from speech. The recognition of 
emotion has been shown more difficult than that of word or
phonemes. Technical report [6] gave the accuracy of 63.5% 
in comparison 90% of word recognition

In our approach, visual and speech are both considered
to recognize  the emotion from video. The visual

information provides the system with features that can not 
be corrupted by the acoustic noise of the environment.
And when the visual information is not good enough to 
determine the emotion, the audio  one can help the system 
to make the recognition. The emotions are classified into
seven basic but representative ones: neutral, joy, anger,
surprise, sadness and fear.

It is noticeable that the mouth shape is not necessary
reflect the speaker’s emotion while speaking. In our
approach, facial feature points are divided into two groups:
visual speech part and expression one. The latter is 
important for emotion recognition while the former can 
perform the auxiliary function. So we factorize these two 
parts separately to obtain the corresponding two visual 
vectors.

HMM is a good model to process temporal-space
signal. The audio and visual fusion techniques
investigated in previous work based on multi-stream HMM 
assume that audio and video component to have different
contribution to the overall observation likelihood. However, 
it is well known that the acoustic features of speech are 
delayed from the visual features, and assuming state 
synchronous models can be inaccurate. The audio visual 
product HMM can be seen as an extension of the multi-
stream HMM that allows for audio-video state asynchrony. 
In our work, the system models independently the two 
visual input sequences and the audio ones using three 
HMMs (Tripled HMM), and combines the likelihood of 
each observation sequence based on the reliability of each 
modality. Figure 1 is an overview of our system.

2. VISUAL FEATURE EXTRACTION

2.1 Visual Feature Tracking

The MPEG-4 standard extends FACS to derive a set of 
Facial Animation Parameters (FAPs). It has been used
widely in facial animation for its good compression
recently. And it is adequate for basic expression
recognition because of its varieties of expressive parameter. 
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Figure 1: System Overview
In our system, a MPEG-4 compliant feature
point set is defined to be tracked in the video frame 
sequence. An example of tracked image is shown in Figure 
2.

As we know, the mouth shape is necessary for
speaking and it doesn’t reflect the speaker’s expression all 
the time. We usually determine a person’s expression 
through the motion of his/her eye brow, eyelid and cheek. 
Some facial contour such as the lips and jaw, do not 
necessarily have the expression information while one is 
speaking. So in our study, the tracked feature points are 
divided into two groups experientially. The feature points 
of the lips and jaw are clarified into visual speech set while 
the others are processed as expression ones. Active
Appearance Model (AAM) [7] is a good method to track 
the facial feature points in temporal-spatial domain because
of its robustness and real time. For tracking the facial 
feature points mentioned above, we apply this method to 
track the facial feature points. The image database for the 
training of the appearance model is obtained using the
method in [8]. The images from the sequence are labeled 
with the feature points manually. Then, the model is trained 
by using these labeled images. Finally, the facial feature 
points can be tracked using the trained model. 

Figure 2 Facial Feature Points Tracking

2.2 Visual Feature Vectorization

For a set of n tracked feature points, 1 , nf f�  on the face 

define the face shape, represented as the vectorm , where

1 1[ , , , ]x y x y T
n nm f f f f= � .  As mentioned in section 2.1, the 

facial feature points are grouped into visual speech set and 

expression set, correspondingly, m  is split into 
s

m and
e

m ,

where 1 1[ , , , ]
s x y x y T

s sm f f f f= � and

1 1[ , , ]
e x y x y T

s s n nm f f f+ += � . In our case, n=46 and s=18. 

With the frames from 1 to C, we can represent the 
facial data as the facial configuration described above. The 
input vectors are stacked for the different frames to form 
two stream vector SM and EM  where

1 2, ,
s s sS

CM m m m⎡ ⎤= ⎢ ⎥⎣ ⎦
� (1)

1 2, ,
e e eE

CM m m m⎡ ⎤= ⎢ ⎥⎣ ⎦
� (2)

 and they are used as the input of THMM.

4. AUDIO FEATURES FOR EMOTION RECOGNITION

Besides the visual information, the audio data of the 
observation also reflect the actor/actress’s emotion. We 
extract the acoustic features as used in [9]. For each frame, 
the following feature parameters are calculated:

Energy features: The first and second derivatives of 
the logarithm of the mean energy in the frame are used to 
model the instantaneous value of energy, which reflect 
both the articulation speed and the dynamic range. And 
the first and second derivatives of the logarithm of the 8Hz 
low pass filtered energy in the frame are used to model the 
syllabic contour of energy.

Pitch features: In order to characterize instantaneous 
pitch, a simple auto-correlation analysis is performed at 
every frame. The maximum of the long term auto-correlation
is determined and used to form five different parameters: 
the value of the maximum of the long term auto-correlation,
along with its first and second derivatives, and the first 
and second derivatives of the logarithm of the pitch lag. 
And the first and second derivatives of the smoothed pitch 
lag evolution are evaluated in order to estimate the pitch
evolution more precisely.

The audio feature vector is formed by 4 energy feature 
parameters and 7 pitch ones. An 11 dimension vector with 

these parameters is represented as
e

a , where

1 4 1 7[ , , ]
e

a e e p p= � � . (3)

With the frames from 1 to C, an audio input stream 
vector is 
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1 , ,
e eE

CA a a⎡ ⎤= ⎢ ⎥⎣ ⎦�

, (4)

while EA  is used as the input of THMM.

5. THE AUDIO-VISUAL MODEL

A novel model for emotion recognition is introduced in our 
system, which uses a tripled hidden Markov model
(THMM). The THMM is a generalized of the HMM
suitable for a large variety of multimedia application that 
integrate two or more streams of data. A Tripled HMM can 
be seen a collection of HMMs, one for each data stream, 
where the discrete nodes at time 1t − of all the related 
HMMs. The parameters of a THMM are defined as follows:

0 ( ) ( )c c
ti P q tπ = = (5)

( ) ( | )c c c
t t tb i P O q i= = (6)

0 1 2
| , , 1 1 1( | , , )c c

i j k l t t t ta P q i q j q k q l− − −= = = = = where c
tq is the 

state of the triple node in the cth stream at time t . In a 
continuous mixture with Gaussian components, the
probabilities of the observed nodes are given by:

, , ,
1

( ) ( , , )
c
iM

c c c c c
t i m t i m i m

m

b i w N O Uµ
=

= ∑ (7)

where ,
c
i mµ  and ,

c
i mU are the mean and covariance matrix of 

the ith state of tripled node, and mth component of the 
associated mixture node in the cth stream. c

iM is the

number of mixtures and the weight ,
c
i mw represents the 

conditional probability ( | )c c
t tP s m q i= =  where c

ts is the 

component of the mixture node in the cth stream at time t .

6. TRAINING

In our system, an efficient method for the initialization of 
the maximum likelihood training that uses Viterbi algorithm 
is derived for the tripled HMM. The Viterbi algorithm for 
the three streams tripled HMM used in our approach. An 
extension to a multi-stream tripled HMM is straightforward.

1. Initialization

0 0 0 0( , , ) ( ) ( ) ( ) ( ) ( ) ( )a e s a e s
t t ti j l i j l b i b j b lδ π π π= (8)

0 ( , , ) 0i j lψ = (9)

2. Recursion

{ }1 | , , | , , | , ,, ,
( , , ) max ( , , )

( ) ( ) ( )

t t i x y z j x y z l x y z
x y z

a s e
t t t

i j l x y z a a a

b x b y b z

δ δ −=
(10)

{
}

1 | , , | , ,
, ,

| , ,

( , , ) argmax ( , , )t t i x y z j x y z
x y z

l x y z

i j l x y z a a

a

ψ δ −=
(11)

3. Termination
{ }

, ,
max ( , , )T

i j l
P i j lδ= (12)

{ } { }
, ,

, , argmax ( , , )a s e
T T T Ti j l

q q q i j lδ= (13)

4. Backtracking

{ } 1 1 1 1, , ( , , )a s e a s e
t t t t t t tq q q q q qψ + + + += (14)

and the segmental K-means algorithm for the tripled
HMMs is described as follows:

Step 1: For every training observation sequence r ,
the data in the stream is uniformly segmented according to 
the number of states of the tripled nodes and an initial 
state sequence for the tripled nodes

, , , , , ,
,0 , , 1, , ,a s e a s e a s e

r r t r TQ q q q −= � �  is obtained. With c
iM  clusters, 

the mixture segmentation of the data assigned to each state 
i  of the tripled nodes in stream c  is obtained using K-
means algorithm. Consequently, the sequence of mixture 

components , , , , , ,
,0 , , 1, , ,a s e a s e a s e

r r t r TS s s s −= � �  for the mixtures

nodes is obtained.
Step 2: The new parameters of the model are estimated 

from the segmented data.
, , , ,

,,, ,
, , ,

,,

( , )

( , )

a s e a s e
r t tr ta s e

i m a s e
r tr t

i m O

i m

γ
µ

γ
=

∑
∑

(15)

, , , , , , , , , ,
, , ,,2 , ,

, , ,
,,

( , )( )( )

( , )

a s e a s e a s e a s e a s e T
r t t i m t i mr ta s e

i m a s e
r tr t

i m O O

i m

γ µ µ
σ

γ

− −
=

∑
∑

(16)
, ,
,,, ,

, , ,
,,

( , )

( , )

a s e
r tr ta s e

i m a s e
r tr t m

i m
w

i m

γ

γ
= ∑

∑ ∑ (17)

, ,
,,, ,

| , , , ,
,,

( , , , )

( , , , )

a s e
r tr ta s e

i x y z a s e
r tr t x y z

i x y z
a

i x y z

ε

ε
= ∑

∑ ∑ ∑ ∑ (18)

where
, , , ,

, , , ,
,

1, , ,
( , )

0,

a s e a s e
a s e r t r t
r t

if q i s m
i m

otherwise
γ

⎧ = == ⎨
⎩

(19)

, ,
, ,

, ,
, , ,

, ,
1,

( , , , ) ,

0,

a s e a
r t r t

a s e s e
r t r t r t

q i q x
if

i x y z q y q z

otherwise

ε
⎧ = =
⎪

= = =⎨
⎪
⎩

(20)

Step 3: At consecutive iteration the optimal state 
sequence Q of the tripled nodes is obtained using the 
Viterbi algorithm. The sequence of mixture component S is 
obtained by selecting at each moment t  the mixture , ,

,
a s e
r ts

such that:

, ,

, , , , , ,
, ,

1, ,
max ( | , )

a s e
i

a s e a s e a s e
r t t r t

m M
s P O q i m

=
= =

�

(21)

Step 4: The iterations in Step 2-4 are repeated until the 
difference between the observation probabilities  of the 
training sequences at consecutive iterations falls below the 
convergence threshold.
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6. EMOTION RECOGNITION

The emotion recognition is carried out through the
computation of Viterbi algorithm for the input vector
stream of modeled basic emotion database. The parameters 
of the THMM corresponding to the basic emotion are 
obtained after training. In the recognition stage, the
influence of the audio and visual streams is weighted 
based on the relative reliability of the audio and visual 
features for different levels of the acoustic noise. With the 
increasing of SNR, the weight of the stream rises. Formally, 
the observation probability at time t  for the observation 

vector , ,a s e
tO  is

, ,, , , , , ,( ) ( | ) a s ea s e a s e a s e
t t t tb i b O q α=� (22)

where 1a s eα α α+ + = , s eα α= and , , 0a s eα α α ≥ are the 

exponent of the audio and two visual streams. The values 
of aα , sα and eα corresponding to a specific acoustic SNR 

are obtained experimentally to maximize the average
recognition rate. 

Each emotion THHM is trained with 100 samples 
firstly. And Table 1 shows the confusion matrix identified 
emotions for the 684 samples of the test database. The 
result is appreciable with the accuracy higher than 85%, 
which is the best comparing with that of the past system.

S J A F D T N Tot.

Surprise 138 6 3 6 3 0 0 156

Joy 8 89 6 1 1 0 0 105

Angry 0 2 90 5 3 0 0 100

Fear 2 0 0 96 1 2 1 102

Disgust 0 2 2 1 75 1 1 82

Sadness 0 0 0 0 0 80 9 89

Neutral 0 0 0 0 0 0 50 50

Total 148 99 101 109 83 83 61 684

Table 1:Confusion matrix of the emotion recognition 
Columns represent the emotion elected in first choice for 
samples belonging to the emotion of each row, where A 
stands for anger, S for surprise, J for joy, F for Fear, D for 
disgust, T for sadness and N for neutral.

7. CONCLUSION

In this paper, an audio-visual emotion recognition system 
that uses a three-stream tripled HMM to model the audio 
and video observation sequences. Unlike the HMM, the 
THMM allows for asynchrony in the audio and visual 
states, while preserving the natural dependency of the 
audio and video signals. Furthermore, with the tripled 

HMM, the audio and the two visual sequences are treated 
separately and is no need for the concatenation of the 
observation that is often a challenging problem. The 
advantage of the THMM is confirmed by the experiment 
results. This model can be applied to a variety of
human/machine system.

Future work includes, first of all, improvement of 
current model. Besides this, a larger res earch on synthesis 
of facial animation with emotion will be carried out.
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