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ABSTRACT 

A multiple-clue image perception has been developed aiming at 

direct implementation in a VLSI hardware accelerator, and was 

applied to the problem of face detection. In the algorithm, fea-

ture vectors are generated utilizing distribution of edges in an 

input image, thus achieving dimensionality reduction for effi-

cient processing. In addition, multiple clues in the edge distri-

bution are utilized to enhance the accuracy of face detection. 

For this purpose, several feature vector generation schemes 

have been developed, which are all compatible to the direct 

hardware implementation. In software simulation, over 91% of 

human faces have been detected correctly with only 20 face 

templates, and the number of false positives has been reduced 

drastically by the multiple-clue scheme. 

1. INTRODUCTION 

The development of human-like robust image recognition sys-

tems is quite essential in a variety of applications such as intel-

ligent human-computer interfaces, robotics, and so forth. Real-

time face recognition, in particular, plays an important role to 

establish a user-friendly human-computer interfacing. In auto-

matic face recognition systems, face detection is one of the im-

portant pre-processing steps to identify the location of each face 

in input images. A number of face detection algorithms using 

such as eigenfaces [1] and neural networks [2] have been devel-

oped. In these algorithms, however, a large amount of numerical 

computation is required, making the processing computationally 

very expensive. Therefore, it is not feasible to build real-time 

responding systems by software running on general-purpose 

computers. In addition, since these algorithms are based on 

complex floating-point operations, direct system-on-chip (SOC) 

implementation is not an efficient solution, either. In this regard, 

the development of hardware-friendly algorithms is a critical 

issue. For this purpose, we have developed Projected Principal-

Edge Distribution (PPED) algorithm for robust image represen-

tation [3][4], and highly-parallel vector quantization VLSI chips 

in both digital [5] and analog [6] technologies. In the PPED 

algorithm, four-directional edges are detected to form edge 

maps, which we call feature maps. A feature vector is generated 

by forming spatial distribution histograms of detected edges, 

which is then subjected to template matching. The robust nature 

of the PPED representation has been demonstrated in medical 

radiograph analysis [3], hand-written character recognition [6], 

and so on. However, the original PPED cannot be applied to 

face detection as it is, since a lot of false positives result. This 

is because some essential features specific to human faces are 

lost during the transformation from feature maps to a feature 

vector. 

The purpose of this paper is to present a robust face detec-

tion algorithm using multiple clues obtained from the feature 

maps. In this scheme, several feature vector generation methods 

are employed in addition to PPED. The vector generation algo-

rithms are all compatible to the VLSI chips developed in Refs. 

[4]-[6]. The locations of the faces are identified by combining 

all the results of the face detection conducted in each vector 

space. The software simulation has been carried out in order to 

demonstrate the validity of the algorithm. As a result, the num-

ber of false positives has been greatly reduced in the multiple-

clue method as compared to that in original PPED, while robus-

tly detecting human faces using a very small number of face 

samples as templates. 

2. MULTIPLE-CLUE IMAGE PERCEPTION USING 

EDGE-BASED FEATURE VECTORS 

2.1. Edge-based feature maps 

The first step of the system is the feature map generation which 

extracts edge information from 64x64 pixel input images. Fig. 1 

shows an input image and its four-directional feature maps. 

Each feature map represents the distribution of edge flags cor-

responding to each direction, i.e. horizontal, +45 degree, verti-

cal, or -45 degree in the 64x64 pixel image. The feature maps 

are the most fundamental features extracted from the original 

image and all the feature vector generation algorithms we pro-

pose in this paper are based on the feature maps. 
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2.2. Feature vectors

Although feature maps very well represent the image features, 

the amount of data is still massive and dimensionality reduction 

is essential for efficient processing. 64-dimension vectors are 

generated as spatial distribution histograms of edge flags in 

feature maps. We have introduced two new vector representa-

tions, namely the general-purpose representation and the target 

specific representation in addition to PPED. 

Fig. 2 illustrates the feature vector generation procedure in 

the original Projected Principal-Edge Distribution (PPED) [3]. 

In the horizontal edge map, for example, edge flags in every 

four rows are accumulated and spatial distribution of edge flags 

are represented by a histogram. Similar procedures are applied 

to other three directions. Finally, a 64-dimension vector is 

formed by concatenating the four histograms. 

Another scheme of general-purpose vector generation is 

shown in Fig. 3. In Cell Edge Distribution (CED) method, each 

feature map is divided into 4x4 cells and each cell has 16x16 

pixel sites. The edge flags in the cell are counted and each ele-

ment in the feature vector indicates the number of edge flags 

within the corresponding cell.

In order to perform high-accuracy detection of a certain ob-

ject, it is helpful to develop a vector representation specific to 

the target. Among the four-direction feature maps of a human 

face, as shown in Fig. 1, the horizontal edge map retains the 

most important features of a human face. A lot of edge flags are 

detected around the areas of eyes and a mouth. Fig. 4 illustrates 

the face specific vector generation scheme based on this charac-

teristic. At first, two 16-pixel-height rows which are assumed to 

be the location of eyes and a mouth if the 64x64 pixel window 

fist a human face are cut from the horizontal feature map. Then 

both eyes and mouth bands are divided into two-pixel-width 

columns and the number of horizontal edge flags within each 

column is counted to yield a single vector element. A face spe-

cific 64-dimension feature vector, which we call Eyes and 

Mouth Extraction (EME), is thus generated. 

2.3. Template matching and localization 

A 64x64-pixel area was taken from the target image as an input 

to the system and a feature vector is generated. Two types of 

feature vectors of both face and non-face images are stored as 

templates in the system in advance. The feature vector of the 

input image is compared with all the template vectors. The 

template vector yielding the minimum distance (the Manhattan 

distance is utilized in this work) is detected as the maximum-

likelihood case to the input, and then the input vector is classi-

fied as face or non-face depending on the matching result. 

Due to the robust nature of the edge-based histogram repre-

sentations, multiple pixel sites are detected as candidates of a 

face when the window comes closer to a face location as show 

in Fig. 5(a). In order to localize the window at the best location 

enclosing the detected face, the flowing algorithm is utilized. 

Assuming that two faces does not overlap in the 64x64-pixel 

window, only one candidate should remain as the detected face 

within the window. Therefore, the matching distance is em-

ployed as a measure for decision. At each point where a face is 

detected, the matching distance is compared with those of the 

HorizontalInput image +45 degree  Vertical -45 degree

Fig. 1. Feature map images. 
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Fig. 2. Feature vector based on Projected Principal-Edge 

Distribution (PPED). 

Horizontal +45 Vertical -45

Fig. 3. Feature vector based on Cell Edge Distribution 

(CED).
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Fig. 5. Face localization. 
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other already detected points within the current 64x64-pixel 

window. If the current distance is smaller than the others, then 

all other points are eliminated. If the current distance is larger, 

the point is classified as a non-face site. In this manner, multi-

ple detection is reduced to a single window as show in Fig. 5(b). 

2.4. Multiple-clue perception 

The process of the feature vector generation is considered as 

dimensionality reduction of the feature space for data compres-

sion. In other word, the feature vectors are generated by project-

ing the data in the feature map space to a lower-dimension 

space as illustrated in Fig. 6. In this process, however, some 

important information that separates faces from non-faces is lost. 

As a result, a number of false-positives are inevitably detected. 

Therefore, we have developed a multiple-clue perception 

scheme to enhance the accuracy of face detection as shown in 

Fig. 6. In this scheme, two or more vector generation algorithms 

as discussed in Section 2.2 are employed and face detection is 

carried out by combining all the face detection results in each 

vector space. Employing other feature vector generation algo-

rithms corresponds to projecting the data in the feature map 

space to other feature vector spaces. False-positives detected in 

a certain feature vector space are unlikely to appear in another 

feature vector space since different data reduction approaches 

are applied to each projection algorithm as illustrated in Fig. 6. 

3. EXPERIMENTAL RESULTS AND DISCUSSIONS 

Template image of faces and non-faces were selected from the 

picture shown in Fig. 7. Twenty human faces on the left-hand 

side of the picture were utilized as face templates, and 2000 

non-face templates were chosen randomly from the background 

scenery. The face detection was carried out using the right-hand 

Feature Map Space

Projected Feature 

Vector Space

Another Projected

Feature Vector Space

: Face

: Non-face

Fig. 6. Concept of multiple-clue perception. 

Template Sets Test Sets

Fig. 7. Input picture utilized as template sets (left) and test 

sets (right). 
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Fig. 9. Face detection rate and false positives: (a) results 

using right-hand side of picture in Fig. 7; (b) results using 

picture in Ref. [2] (Fig. 8). 

Fig. 8. Output obtained from multiple-clue perception.
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side of the picture in Fig. 7 and the picture of a different human 

race utilized in Ref. [2] (Fig. 8). 

Fig. 9 demonstrates the results of face detection. If the face 

templates are generated from the same picture of the test faces, 

almost 100% of human faces are detected correctly and about 

100 false positives are detected by using only a single clue as 

shown in Fig. 9(a). As the number of clues increases, the num-

ber of false positives is decreased drastically while preserving a 

high face detection rate (~93%). Even with test images taken 

under the different condition (e.g. brightness, contrast, human 

race, and so on), 91% of faces (52 faces out of 57) are detected 

and the number of false positives is suppressed to 16 by the 

multiple-clue method as shown in Fig. 9(b). In the experiment, 

even when the number of face templates was increased, no im-

provement in the face detection performance was observed. 

Therefore, it is concluded that 20 templates are sufficient for 

the multiple-clue algorithm. 

The locations which are identified as faces are illustrated in 

Fig. 8, and some false positives are enlarged in Fig. 10. As 

shown in Fig. 10, false positives are detected at the location of a 

crease of a shirt or at the location where the distribution of 

edges is coincident with that of a human face. However, it is 

expected that these errors can be eliminated by a simple con-

firmation process. 

Fig. 11 demonstrates the face detection result using an real-

istic face drawing. Although false positives are detected in the 

PPED vector representation, they are successfully eliminated in 

the multiple-clue employing PPED and EME vector representa-

tions. However, in the case of PPED + CED + EME, no face is 

detected. This is because the location of the detected face in 

CED method is slightly different from those of the others. This 

issue can be solved by merging the detected locations. 

The operational time for vector generation and face detec-

tion in a VGA image is estimated to be within 0.1 sec by using 

the next version of the hardware developed in Ref. [3], which is 

feasible to real-time applications. 

4. CONCLUSION 

A hardware-friendly multiple-clue image perception algorithm 

has been developed for robust image representation, and suc-

cessfully applied to human face detection. Two edge-based fea-

ture vector generation schemes have been proposed for this 

purpose in addition to PPED feature representation. As a result, 

robust face detection has been achieved with only a small 

amount of face templates, while reducing the number of false 

positives drastically. 
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Fig. 10. Examples of false positives. 
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Fig. 11. Face detection using realistic face drawing. The 

PPED + EME + CED fails to detect faces (c). 
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