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ABSTRACT
An online blind source separation algorithm which is a special case
of the geometric algorithm by Parra and Fancourt [1] has been im-
plemented for the purpose of separating sounds recorded at micro-
phones placed at each side of the head. By using the assumption
that the position of the two sounds are known, the source sepa-
ration algorithm has been geometrically constrained. Since the
separation takes place in a non free-field, a head-related transfer
function (HRTF) is used to simulate the response between micro-
phones placed at the two ears. The use of a HRTF instead of as-
suming free-field improves the separation with approximately 1 dB
compared to when free-field is assumed. This indicates that the
permutation ambiguity is solved more accurate compared to when
free-field is assumed.

1. INTRODUCTION

The human auditory system is often challenged by sound envi-
ronments in which several people speak simultaneously. The audi-
tory system copes with this problem by several strategies including
use of directional and binaural features, combination of visual and
auditory cues, and knowledge of the speech content and context.
With limited access to salient sound features multi-agent sound
environments are extremely hard to navigate for the hearing im-
paired, hence, the separation problem is fundamental to hearing
aid design.

A number of techniques have been proposed to separate mixed
speech signals. Computational Auditory Scene Analysis (CASA)
aims to mimic human sound processing by extracting features from
the signal using processing steps inspired by the human auditory
system. Both monaural and binaural cues can be invoked. Direc-
tional cues are invoked by array processing or beamforming. If the
positions of the sound signals are known, a separation filter can
be optimized so that it amplifies signals that arrive from specific
directions while signals arriving from other directions may be can-
celled out.
Blind source separation techniques based on assumed statistical
properties of the source signals are investigated. In so-called in-
dependent component analysis (ICA) it’s assumed that the source
signals are statistically independent. The simplest ICA model is
instantaneous mixing

x(t) = As(t). (1)

Here s(t) is the vector of the source signals, A is the mixing matrix
and x(t) is the observed signals. Usually only x(t) is known, so

that both s(t) and A have to be found – hence the word blind. An
emitted sound signal usually travels along different paths so that
the signal arrives at different times. Hence, the model given by (1)
does not comply. Instead a convolutive mixture model is used

xi(t) =
N∑

j=1

P−1∑
k=0

aij(k)sj(t − k). (2)

Here, the multi-path environment is described as a finite impulse
response (FIR) convolutive mixture, where N is the number of
source signals and P is the length of the FIR filter. A way of
simplifying this problem is by mapping the convolutive mixture
into the frequency domain

X(ω, t) = A(ω)S(ω, t). (3)

Convolutive blind source separation has been investigated by many.
Often algorithms are based on (assumed) knowledge of the proba-
bility distribution functions of the source signals. These methods
are refereed to as maximum likelihood (ML) techniques. That ap-
proach has been used by e.g. Torkkola [2], Lee et al. [3], Amari et
al. [4], Attias and Schreiner [5] and Douglas and Sun [6]. Higher
order statistics can as well be used for separation e.g. Comon et
al. [7]. By using second order statistics and additional information
on speech signals, Parra et al. have developed efficient algorithms
for speech separation [8], [9]. Further, Parra has combined blind
source separation with beamforming. This concept is known as
geometric source separation [10]. This algorithm has been inves-
tigated in the free-field, in which it works quite well. We expect
that the Parra approach can be further adapted by using more spe-
cific knowledge of the environment. In particular, in the context
of hearing aids it is of interest to investigate the non free-field sit-
uation created by the human head. Hence, we investigate a sim-
ple model of an environment consisting of, a head placed in be-
tween two microphones. Further, we have chosen to invoke the
head-related transfer function, for the online-algorithm proposed
by Parra and Fancourt [1], and we demonstrate that the separation
indeed can be improved by a more realistic geometry.

2. ONLINE GRADIENT DESCENT ALGORITHM

Consider the convolutive case given by (3). The goal is to separate
M recorded signals into an estimate of the N source signals. Here
we consider only the situation N = M = 2. Instead of finding the
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elements of the mixing matrix A(ω), an unmixing matrix W(ω)
will be estimated such that

Y(ω, t) = W(ω)X(ω, t), (4)

where Y(ω, t) is an estimate of the original unmixed source signals
in the frequency domain.

2.1. Separation by Second Order Statistics

Assuming that the source signals are independent, the correlation
between the output signals yi(t) and yj(t) is zero. This criterion is
necessary but not sufficient for separation, because the correlation
criterion only yields as many decorrelation conditions as there are
pairs of sources, i.e. N(N − 1)/2, less than half the constraints
needed to determine the N ×N elements of the separation matrix
W(ω). As pointed out in [8], the additional use of the property
that speech signals are non-stationary signals yields more condi-
tions, hence, more information for estimating the separation ma-
trix W(ω).
The source separation algorithm is a gradient descent algorithm
based on minimizing a cost function given by the coherence func-
tion [11]

CYiYj (ω, t) =
SYiYj (ω, t)√

SYiYi(ω, t)SYjYj (ω, t)
(5)

Here SYiYj (ω, t) is the cross-power density spectrum of the out-
puts – the Fourier transform of the cross-correlation Ryy(τ, t) =
E[y(t)y(t + τ)T ]. In matrix form, the cost function is given as

J =
∑

t

‖CY Y (ω, t)‖2 (6)

=
∑

t

tr(CH
Y Y (ω, t)CY Y (ω, t)) (7)

This can be rewritten to

J =
∑

t

tr(Λ−1
Y Y SY Y Λ−1

Y Y SY Y ), (8)

where ΛY Y (ω, t) is the diagonal matrix of SY Y (ω, t). The com-
plex derivative of (8) is found with respect to W(ω) [1]. This
gradient update yields

∆W = −4η(Λ−1
Y Y SY Y Λ−1

Y Y − diag(Λ−2
Y Y SY Y Λ−1

Y Y SY Y ))SY X ,
(9)

where η is the learning rate and SY X is the cross-power spectral
density between the outputs and the inputs. We aim at an on-line
algorithm, hence the power density spectra SY Y and SY X are up-
dated as follows

SY Y (ω, t) = γSY Y (ω, t − T ) + (1 − γ)Y(ω, t)YH(ω, t) (10)

SY X(ω, t) = γSY X(ω, t−T )+ (1− γ)Y(ω, t)XH(ω, t). (11)

Here, γ is the forgetting factor. To ensure stability, the forgetting
factor is constrained to 0 < γ < 1. The algorithm then consists
of the four equations (4), (9), (10) and (11), finally, we use the
overlap-save method [12] in the implementation.

2.2. The Geometry Constraint

The derived algorithm only solves the problem up to a permuta-
tion ambiguity. One does not know which of the output channels
that contains the desired signal. Further, the permutation matrix
may not be the same at all frequencies. The permutation ambigu-
ity can be overcome by adding an additional penalty term to the
cost function. The particular geometry that we will invoke can be
viewed as invoking a weak audio-visual cue, hence, the title ‘semi-
blind source separation’. We will assume that the hearing impaired
and/or the hearing aid have access to directional information, e.g.,
directions for the preferred speaker and the most important distrac-
tor, hence, we want to separate signals using these known direc-
tions. The constraint is constructed so that it yields unit response
in the direction of the desired signal and zero response in the di-
rection of the interfering signals [10] for a specific output channel.
This can be expressed by the following form

W(ω)D(ω, Q) = I. (12)

Here D(ω, Q) is a sensor response matrix, where each of the columns,
di(ω, q) consists of the response between the receivers with rela-
tion to the ith source signal. Q is a matrix, where each column
vector qi contains information of the position of the ith source
signal. The cost function from this constraint will be of the form,

JC = ‖W(ω)D(ω, Q) − I‖2. (13)

The gradient update from this cost function is given by the com-
plex derivative of (13) with respect to W. This yields

∂JC(W)

∂W
= 2((W(ω)D(ω, Q) − I)DH(ω, Q)). (14)

The gradient update from the penalty term is then given by

∆WC = −2λ(ω)η(W(ω)D(ω, Q) − I)DH(ω, Q)), (15)

where η is the learning rate. Besides the learning rate, the update
step is in addition weighted by the weight term λ(ω). At some
frequencies, the sensor response matrix D(ω, Q) may be singular.
When the sensor response matrix is close to singular, the additional
penalty term should not be included. The weight term λ(ω) is thus
found as the inverse of the condition number

λ(ω) = (cond(D(ω, Q)))−1 (16)

If D(ω, Q) is close to singular, the weight λ(ω) will be close to
zero. Otherwise, λ(ω) can at most be one.

3. NON FREE-FIELD SENSOR RESPONSE

In Parra and Alvino [10] the microphones are placed in a linear
array in the free-field and the source signals are assumed to be
in the far-field. Hereby, the sensor response matrix only depends
on the frequency and the arriving angles of the incoming signals.
Since free-field is assumed, the magnitude of the sensor response
will be equal to one. The only difference between the received sig-
nals at the microphones will be a phase difference. Such a sensor
response will be of the form

d(ω, θ) = e−j d
c

ω sin(θ), (17)

where c is the speed of sound, d is the distance between the head
and θ is the arrival angle.
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If the microphones are placed at each side of a head, i.e one at
each ear, there might be a difference in the magnitude response as
well as the phase response of the signals received at the two mi-
crophones. This is because the head attenuates the sound signal,
when it has to pass around the head. Therefore, when the free-field
assumption is assumed to solve the permutation ambiguity, some
permutations may be incorrect. In order to estimate the sensor re-
sponse difference between the two microphones, the head is mod-
elled as a sphere. In Duda and Martens [13] a HRTF-model based
on a sphere model has been proposed. An elevation angle has fur-
ther been included in this model by Brungart and Rabinowitz [14].
In [13] and [14], the ratio between the sound pressure that would
be in the center of the sphere in the free-field and the sound pres-
sure that actually is developed at the surface of the sphere is found.
Here, the relation between two points placed at the surface of the
sphere is needed. The two points are placed at the left and the right
side of the sphere, respectively. The head-related transfer function
from the left side to the right side of the sphere is given by the
following equation derived from the results in Duda and Martens
[13].

H(ω, a, r, θ, ϕ) =

∑∞
m=0(2m + 1)Pm(cos(α))lm(ω, a, r)∑∞
m=0(2m + 1)Pm(cos(β))lm(ω, a, r)

,

(18)
where a is the sphere radius, r is the distance between the cen-
ter of the sphere and the sound source and Pm(· · · ) is the Leg-
endre polynomial of degree m. lm(ω, r, a) = hm(rω/c)

h′
m(aω/c)

, where

hm(· · · ) is the spherical mth order Hankel function, h′
m(· · · ) is

the first order derivative of the spherical mth order Hankel func-
tion and c is the sound velocity. Further, α = arccos(sin(θ +
π) cos(ϕ)) and β = arccos(sin(θ) cos(ϕ)), where θ is the az-
imuth angle and ϕ is the elevation angle. These are defined as
in Fig. 1. At the bottom of the figure, the magnitude response of
the HRTF is plotted for an incoming signal originating from a dis-
tance of r = 170 cm, an azimuth angle of θ = 270◦ (i.e. a signal
originating from the direction of the front of the right ear) and an
elevation angle of ϕ = 33◦. The sphere radius is a = 8.5 cm. As
it can be seen, the response differs significantly from the free-field.
Especially at higher frequencies, the head becomes significant.
By using this HRTF, the sensor response matrix in the case of two
receivers and two source signals is given as

D(ω, a, r, θ, ϕ) =[
Hdenom(ω, a, r1, θ1, ϕ1) Hdenom(ω, a, r2, θ2, ϕ2)
Hnum(ω, a, r1, θ1, ϕ1) Hnum(ω, a, r2, θ2, ϕ2)

]
, (19)

where Hdenom(ω, a, r, θ, ϕ) is the denominator and Hnum(ω, a, r, θ, ϕ)
is the numerator of (18), respectively. The two indices 1 and 2 in-
dicate the two incoming signals.

4. EVALUATION

Sound signals have been recorded from 8 different positions. As
shown in Fig. 1, the sounds are recorded at a dummy head and
torso (B & K Head and Torso Simulator Type 4128). A micro-
phone is placed at each ear and the sounds originate from eight
loudspeakers equally distributed around the head and torso. The
distance between the loudspeaker and the center of the head is
170 cm, the radius of the head is set to 8.5 cm, the elevation
angle is estimated to 33◦. The used FIR filter has a length of
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Fig. 1. A sound signal arrives at a dummy head from a distance
r with an azimuth angle θ and an elevation angle ϕ. An azimuth
angle of θ = 0◦ corresponds to an incoming signal arriving from
the front of the head. Below, the magnitude response of the head-
related transfer function (18) is shown. The HRTF is calculated for
an incoming signal originating from a distance of r = 170 cm, an
azimuth angle of θ = 270◦ and an elevation angle of ϕ = 33◦. At
low frequencies the magnitude response is close to one while the
head attenuates the sound signal much more at higher frequencies.

512 taps, the forgetting factor has been set to 0.6, and the learn-
ing rate has been set to 0.003125. Two signals consisting of two
different male speakers have been recorded at the microphones.
Afterwards, these have been mixed. The recordings have taken
place in a damped but not anechoic room, which means that the
sounds do not only arrive from the predicted directions. The de-
sired signal is emitted from the loudspeaker at the front of the head
(θ = 0◦) while the interfering signal arrives from one of the other
seven equally distributed directions. The sounds have been sepa-
rated with two different cases of the sensor response matrix – the
case of free-field, where there is no attenuation between the two
microphones, and the case, where the sensor response matrix is
given by (19). In the free-field, the distance d between the two mi-
crophones has been set to 22.1 cm, since it yields the best result.
The signal-to-interference ratio has been found in the two cases.
Because the separation of speech signals is in the area of interest,
the SIR is weighted by an articulation index [15]. Hereby, some

Table 1. Frequency band importance function as given in Pavlovic
[15]. Each frequency band has a width of 1

3
octave. For the center

frequency of each band, the importance weight is given.

CF [Hz] 160 200 250 315 400 500
Weight 0.008 0.010 0.015 0.029 0.044 0.058

CF [Hz] 630 800 1000 1250 1600 2000
Weight 0.065 0.071 0.082 0.084 0.088 0.090

CF [Hz] 2500 3150 4000 5000 6300 8000
Weight 0.087 0.084 0.077 0.053 0.036 0.019
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Fig. 2. Experimental results: The desired signal arrives from an
angle of 0◦ while the interfering sound signal arrives from one of
the seven angles: 45◦, 90◦, 135◦, 180◦, 225◦, 270◦ and 315◦. The
thin line shows the improvement of the signal-to-interference ratio,
where the free-field sensor response matrix is used. The thick line
shows the improvement of the signal-to-interference ratio, where
the sensor response based on the HRTF (18) has been used. As it
can be seen, the signal-to-interference ratio is improved when the
HRTF has been taken into account.

frequency bands are weighted more than others. These weights
are shown in the table. The SIR has been plotted as function of the
arrival angle of the interfering signal in Fig. 2. As it can be seen,
the signal-to-interference ratio is improved when the head-related
transfer function is used instead of the free-field. The improvement
in SIR is about 3.5 dB when the free-field sensor response is used,
while the SIR-improvement is about 5 dB when the HRTF-sensor
response is used. This yields an improvement of approximately
1.5 dB, which indicates that the permutation problem is solved
better when the HRTF is used instead of the free-field. It is im-
portant to notice that it is the improvement in SIR which has been
measured. Depending on the arrival angles and the frequency, the
shadowing effects of the head provides a natural separation SIR of
up to approximately 6 dB. To find the SIR-improvement, these ef-
fects from the head have been subtracted from the SIR between the
separated signals. As it can be seen, the algorithm doesn’t work if
the interfering signal arrives from behind. This is because only
two microphones are used. Hence it’s not possible to distinguish
between signals arriving from the front and the behind. The sep-
aration of signals arriving from the right is better than the separa-
tion of the signals arriving from the left. This is probably due to the
asymmetric influence from the room. The algorithm is very robust.
There is no significant difference whether the mixed sound signals
consist of male or female voices. Some of the separated sounds
are available on-line at http://www.imm.dtu.dk/˜msp/.

5. CONCLUSION

The geometric source separation algorithm has been extended for
a non free-field case. A head-related transfer function based on
a sphere model of a head has been used to estimate the response
between the two microphones – one placed at each ear. An ex-

periment shows that the separation of two speech signals is further
improved, when the HRTF has been used compared to when a free-
field assumption has been used. If a more accurate HRTF-model
than a sphere is used, the results may be improved further.
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